
E D I T O R I A L S T A F F 

Editor, J . J . J A K L I T S C H , JR. 

Produc t i on Edi tor , 

A L L E N M O R R I S O N 

Edi tor ia l Prod. Ass t . . 
K I R S T E N D A H L 

H E A T T R A N S F E R D I V I S I O N 

C h a i r m a n , E. FR IED 

Sec re ta ry , A . S. R A T H B U N 

;n io r T e c h n i c a l Edi tor. E. M. S P A R R O W 

T e c h n i c a l Edi tor . W. A U N G 

T e c h n i c a l Edi tor , B. T. C H A O 

T e c h n i c a l Edi tor. D. K. E D W A R D S 

T e c h n i c a l Edi tor . R. E I C H H O R N 

T e c h n i c a l Edi tor , P. GR IFF ITH 

T e c h n i c a l Edi tor , J . S. LEE 

T e c h n i c a l Edi tor , R. S I E G E L 

P O L I C Y B O A R D , 

C O M M U N I C A T I O N S 

C h a i r m a n and V i ce -P res iden t 

I. B E R M A N 

M e m b e r s - a t - L a r g e 

R. C. D E A N , JR. 

G. P. E S C H E N B R E N N E R 

M. J . R A B I N S 

W . J . W A R R E N 

Pol icy Board R e p r e s e n t a t i v e s 

Bas ic Eng ineer ing J . E. F O W L E R 

Genera l Eng inee r ing , S . P. R O G A C K I 

Industry, J . E. O R T L O F F 

P o w e r , A . F. D U Z Y 

R e s e a r c h , G. P. C O O P E R 

Codes and Stds . , P. M. BRISTER 

C o m p u t e r T e c h n o l o g y C o m . , 

A. A. S E I R E G 

Norn . C o m . Rep . , 

A. R. C A T H E R O N 

Bus iness Staf f 

3 4 5 E. 4 7 t h St . 

N e w Yo rk , N. Y. 1 0 0 1 7 

( 2 1 2 ) 6 4 4 - 7 7 8 9 

M n g . Dir. , Publ . , C. 0 . S A N D E R S O N 

O F F I C E R S O F T H E A S M E 

Pres iden t , S . P. K E Z I O S 

Exec . Di r . & S e c y , R O G E R S B. F I N C H 

Treasure r , R O B E R T A. B E N N E T T 

EDITED and PUBLISHED quarterly at the 

I
offices of The American Society of 

Mechanical Engineers. United Engineering 
Center. 345 E 47th St., New York. N Y 

100t7. Cable address. "Mechaneer," 
New York. Second-class postage paid 

at New York. N. Y., and at additional 
mailing offices 

CHANGES OF ADDRESS must be received at 
Society headquarters seven weeks before 

they are to be effective Please send 
old label and new address 

PRICES: To members. $25 00. annually: to 
nmembers. S50.00. Single copies. S15 00 each. 

Add St 50 for postage to countries outside the 
United States and Canada. 

STATEMENT from By-Laws. The Society shall not 
be responsible for statements or opinions advanced in papers or . . . printed in its publications (B 13. Par 4) COPYRIGHT © 1978 by the American Society ol Mechanical Engineers. Reprints from this Ipublication may be made on conditions that full credit be given the TRANSACTIONS OF THE ASME. SERIES C—JOURNAL OF HEAT TRANSFER, and the author and date of publication stated INDEXED by the Engineering Index. Inc 

transactions of the flSITlE 
Published Quarterly by 

The American Society of 

Mechanical Engineers 

Volume 100 • Number 1 

FEBRUARY 1978 

journal of 
heat 

transfer 

t. 

V 
1 Journal of Heat Transfer Referees, 1977 

3 Shape of Two-Dimensional Solidif ication Inter lace During Directional Solidif ication by Continuous 
Casting 

R. Siegel 

11 Experiments on the Role of Natural Convect ion in the Melting of Solids 

E. M. Sparrow, R. R. Schmidt , and J. W. Ramsey 

17 Augmentat ion of Horizontal In-Tube Condensation by Means of Twisted-Tape Inserts and Internally 
Finned Tubes 

J. H. Royal and A. E. Bergles 

25 Some Effects of Mechanically-Produced Unsteady Boundary Layer Flows on Convective Heat Transfer 
Augmentat ion 

G. H.Junkhan 

30 Flow and Heat Transfer in Convectively Cooled Underground Electric Cable Systems: Part 1—Velocity 
Distributions and Pressure Drop Correlations 

J. C. Chato and R. S. Abdulhadi 

36 Flow and Heat Transfer in Convectively Cooled Underground Electr ic Cable Systems: Part 2—Tem
perature Distributions and Heat Transfer Correlations 

R. S. Abdulhadi and J. C. Chato 

41 Experiments and Universal Growth Relations for Vapor Bubbles With Microlayers 

T. G. Theofanous, T. H. Bohrer, M. C. Chang, and P. D. Patel 

49 Influence of System Pressure on Microlayer Evaporation Heat Transfer 

H. S. Fath and R. L. Judd 

56 Spatial Distribution of Act ive Sites and Bubble Flux Density 
M. Sultan and R. L. Judd 

63 Effect of Circumferential ly Nonuniform Heating on Laminar Combined Convection in a Horizontal 
Tube 

S. V. Patankar, S. Ramadhyani , and E. M. Sparrow 

71 Experiments on the Onset of Longitudinal Vort ices in Horizontal Blasius Flow Heated From Below 

R. R. Gilpin, H. Imura, and K. C. Cheng 

78 Natural Convect ion Heat Transter in Beds of Inductively Heated Particles 
S. J. Rhee, V. K. Dhir, and I. Cat ion 

86 An Experimental and Theoretical Study of Heat Transfer in Vert ical Tube Flows 
R. Greif 

92 A Surface Rejuvenation Model for Turbulent Heat Transfer in Annular Flow With High Prandtl Num
bers 

B. T. F. Chung, L. C. Thomas, and Y. Pang 

98 Combined Conductive and Radiative Heat Transfer in an Absorbing and Scatler ing Infinite Slab 

J. A. Roux and A. M. Smith 

105 A Model for Flame Propagation in Low Volati le Coal Dust-Air Mixtures 

J. L. Krazinski, R. O. Buckius, and H. Krier 

112 An Investigation ol the Laminar Overfire Region Along Upright Surfaces 

T. Ahmad and G. M. Faeth 

120 The Crit ical Time-Step for Finite-Element Solutions to Two-Dimensional Heat-Conduction Tran
sients 

G. E. Myers 

128 A Mixture Theory for Quasi-One-Dimensional Diffusion in Fiber-Reinforced Composites 
A. Maewal , G. A. Gurlman, and G. A. Hegemier 

134 Experimental Heat Transfer Behavior of a Turbulent Boundary Layer on a Rough Surface With Blow
ing 

R. J. Moffat, J. M. Healzer, and W. M. Kays 

143 Wave Effects on the Transport to Falling Laminar Liquid Films 

R. A. Seban and A. Faghri 

148 Transient Behavior of a Solid Sensible Heat Thermal Storage Exchanger 

J . Szego and F. W. Schmidt 

155 The Effect of the London-Van Der Waals Dispersion Force on Interline Heat Transfer 
P. C. Wayner, Jr. 

T E C H N I C A L N O T E S 

160 Predict ive Capabil i t ies ot Series Solutions lor Laminar Free Convect ion Boundary Layer Heat Trans
fer 

F. N. Lin and B. T. Chao 

(Contents continued on page 24) 
Downloaded 04 Feb 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



24 / 

CONTENTS (CONTINUED) 

163 Nonslmilar Laminar Free Convecllon Flow Along a Nonlsothermal Verllcal Plate 
B. K. Meena and G. Nath 

165 A Local Nonslmilarlty Analysis of Free Convection From a Horizontal Cylindrical Surface 
M. A. Muntasser and J. C. Mulligan 

167 Transient Temperature Profile of a Hot Wall Due to an Impinging Liquid Droplet 
M. Sekl, H. Kawamura, and K. Sanokawa 

169 Combined Conduction-Radiation Heat Transfer Through an Irradiated Semitransparent Plate 
R. Vlskanta and E. D. Hlrleman 

172 Transient Conduction In a Slab With Temperature Dependent Thermal Conductivity 
J. Sucec and S. Hedge 

VOL 100, FEBRUARY 1978 Transactions of the ASME 

Downloaded 04 Feb 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Siegel 

National Aeronautics and Space Administration, 
Lewis Research Center, 

Cleveland, Ohio 

Shape of Two-Dimensional 
Solidification Interface During 
Directional Solidification by 
Continuous Casting 
An analysis was made of the two-dimensional solidification of an ingot being cooled and 
withdrawn vertically downward from a mold consisting of parallel walls of finite length. 
In some metallurgical solidification processes the liquid metal is maintained superheated 
so that it transfers heat into the solidification interface as a means of controlling the 
metal structure during solidification. This energy plus the latent heat of fusion is removed 
by the coolant along the sides of the ingot. Increasing the ingot withdrawal rate or the heat 
addition at the solidification interface causes the interface to move downward within the 
mold and have a nonplanar shape as a result of the curved paths for heat flow into the 
coolant. This distortion of the interface in the case of directional solidification leads to 
an undesirable metallic structure. The present heat transfer analysis shows how the flat
ness of the interface is related to the ingot thickness, the withdrawal rate, the heat addi
tion from the superheated liquid metal, and the temperature difference available for cool
ing. This provides an understanding of the conditions that will yield a maximum rate of 
casting while achieving the desired flatness of the interface. The results are interpreted 
with respect to the conditions for obtaining an aligned eutectic structure by directional 
solidification. In this process an additional constraint must be included that relates the 
ingot withdrawal rate and the heat transfer rate from the liquid metal to the solidification 
interface. 

Introduction 

This paper is concerned with how the heat transfer conditions 
effect the two-dimensional shape of the solidification interface during 
continuous casting of a slab shaped ingot. By proper control of the 
conditions at the solidification interface, it is possible in some casting 
processes to obtain an internal metallic structure that has a desirable 
unidirectional character. The flatness of the interface is important 
in regulating this directional structure in the solidifying material, and 
the relation between this flatness and the heat flow conditions will 
be determined by the analysis. In addition to examining the direc
tional casting process, the present method of solution is of general 
interest in the area of two-dimensional solidification analysis, as it 
further illustrates the use that can be made of conformal mapping in 
this type of problem. 

There have been numerous analyses of solidification, for the most 
part by approximate analytical techniques and numerical methods. 
The review article in reference [ l l ] 1 provides some appreciation of 
the previous work. Most of the investigations have been for one-
dimensional geometries, that is, for interfaces that are planar, cylin
drical, or spherical. The increased interest in two and three-dimen
sional solidification, and the mathematical difficulties involved, are 
indicated in the conference proceedings in reference [2]. A difficulty 
with the multi-dimensional problem is that the interface shape and 
its location are unknown, thereby making it difficult to set up a so
lution procedure for the heat conduction equation. Three analyses, 
somewhat related to the present study, are found in references [3], 
[4], and [5j. In reference [3], the interface shape was determined nu
merically for a cylindrical crystal being pulled from a melt. In refer
ence [4] continuous casting in an infinitely long mold was analyzed 
by the heat balance integral method. The effect of convection in the 
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liquid region was investigated in reference [5] using numerical 
methods combined with conformal mapping. The discussions at the 
end of reference [3] and the references listed in the three papers also 
contain several related publications of interest. The present analysis 
will obtain an analytical solution for a two-dimensional solidification 
problem arising during continuous casting of a slab-shaped ingot. The 
physical conditions are described at the beginning of the analysis. For 
these conditions the shape of the solidification interface is found to 
depend on a single dimensionless parameter. 

The particular problem being studied here arose in connection with 
the direct formation of composite structures by directional-solidifi
cation from a eutectic alloy melt. Composites consisting of a rein
forcing phase within a metallic matrix can be formed from molten 
eutectics by proper control during solidification (references [6] and 
[7]). One of the requirements of the process is that the solidification 
interface be kept planar within a given tolerance. A second require
ment is that there be a sufficiently high temperature gradient in the 
molten metal at the interface; the required temperature gradient is 
related to the rate of casting. This gradient can be maintained by 
having the molten phase superheated and by having sufficient cooling 
of the solid phase. The interaction of these heat transfer quantities 
will be studied here for a continuous casting configuration. For a given 
heat addition and cooling rate, the maximum casting rate that cor
responds to maintaining the solidification interface within a specified 
tolerance of flatness can be determined. The results are interpreted 
in relation to the directional solidification of eutectics. 

Analys i s 
Energy Equation and Boundary Conditions. The geometry 

being analyzed is shown in Fig. 1(a). An ingot is being formed by 
uniform withdrawal at velocity a from an insulated mold. In the region 
below the mold the sides of the ingot are being strongly cooled, such 
as by forced convection of a liquid metal, and are assumed at uniform 
temperature tc. The molten eutectic alloy above the interface is 
maintained in a superheated condition and consequently transfers 
heat to the solid-liquid interface. The superheat is necessary to control 
the crystal structure in the alloy in the process under consideration. 
It is assumed that there is a uniform heat transfer to the interface 
either by conduction, ki(dti/dn), or by convection h(ti — t/); in the 
latter case the approximation is made that the heat transfer coefficient 
is uniform over the surface of the interface. Since the ingot is being, 
withdrawn at a uniform rate, the latent heat of fusion removed per 
unit area locally at the interface is up A dx/ds where ds is a differential 
length along the interface. The boundary condition at the interface, 
is then 

dt I _ dx 
k— = q(s) = qi + up\ — 

dn I s ds 
(1) 

where qi can be by conduction or convection. As will be discussed later 
in more detail, for purposes of controlling the crystal structure, the 
conditions of interest are slow withdrawal rates (in the range of several 
cm/hr) and a large temperature gradient (can be 100°C/cm or more) 
in the molten alloy adjacent to the interface. Hence, the last term on 
the right side of equation (1) is usually much smaller than the qi term. 
It is also necessary that the interface be kept close to planar. This 
means that dx/ds in the last term of equation (1) is approximately 
unity and does not cause significant variation in q(s). As a result, to 
a good approximation, for all the conditions of interest here the q (s) 
can be regarded as constant over the interface and equal to 

, dt\ : k — = qi + up\ 
dn\s 

(2) 

In the situation of low interface curvature, dx/ds ~ 1 and equation 
(2) will be a good approximation, even for large up A. When the in
terface curvature is large, equation (2) will be a good approximation 
only when upX « qi. A second boundary condition along the interface 
is that the temperature is constant and equal to the fusion tempera
ture, 

Us) = tf (3) 

The other boundary conditions are that along the insulated mold (see 
Fig. 1(a)) 

^ = 0 
dx 

(x = ±a, v > —6) 

and along the cooled boundary, 

t • (x = ±a, y < —b) 

(4) 

(5) 

The dimension 6 in Fig. 1(a) is unknown and will be found in the so
lution as a function of the heat transfer quantities. 

The ingot is withdrawn slowly at a steady rate, and it is assumed 
that the energy puCpdt/dy being transported by the movement is 
small compared to the heat being conducted. From results such as 
those found in reference [8], this is a satisfactory assumption if the 
Peclet number u2a/(k/pCp) is less than unity. As will be discussed 
later, the u values of interest here are quite low, in the range of several 
cm per hr. This yields Peclet numbers that are well below unity. Hence 
the energy equation to be solved within the solidified material is La
place's equation, 

V2t = 0 (6) 

It might seem that the boundary conditions are overspecified since 
equations (2) and (3) give both the heat flux and temperature at the 
same boundary. However, it is the shape of the boundary that is un-

- N o m e n c l a t u r e . 

A = physical parameter and dimensionless 
length = a/y = (qi + up\)a/k{tf - tc) 

a = half-width of ingot 
b = distance from center of interface to bot

tom edge of mold 
Cp = specific heat of solid 
Ci, C2, etc = integration constants 
c, d = values in mapping along real axis of 

u -plane 
F = ratio, (dti/dn)s/u 
h = convective heat transfer coefficient 
K = complete elliptic integral of the first 

kind 
k = thermal conductivity of solidified 

metal 
ki = thermal conductivity of liquid metal 
/ = length of ingot 
n = normal to interface, N = n/y 

Q = heat flow per unit time 
q = heat flux 
qi = heat flux from liquid metal to solidifi

cation interface 
s = distance along interface 
t = temperature; T = (t - tc)/(tf - tc) 
ti = temperature in liquid metal 
u = coordinate in u-plane, u = £ + it) 
u = withdrawal velocity of ingot 
V = intermediate plane in mapping 
W = potential plane, W = -T + i\p 
x,y = coordinates in physical plane, X = x/y, 

Y = y/y 
z = complex physical plane, z = x + iy; Z = 

z/y 
a,0 = inflection points on solidification in

terface 
7 = length scale parameter, k(tf - tc)/(qi + 

upX) 
5 = deviation of interface from being flat; A 

= 8/7 
f = complex derivative, -dT/dX + idT/dY 
0 = argument of f-plane 
X = latent heat of fusion per unit mass of 

solid 
£, i) = coordinates of u-plane 
p = density of metal 
i/< = coordinate along heat flow in W plane 
co = mapping plane, log | f | + id 

Subscripts 

c = at cooled surface 
/ = at solidification temperature 
1 = liquid metal 
s = at solidification interface 
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known and must be found to simultaneously satisfy these two con
ditions. The solution will be found by using a conformal mapping 
procedure. 

Dimensionless Variables. Before beginning the conformal 
mapping it is convenient to adopt a system of dimensionless variables. 
A dimensionless temperature is defined as T = (t — tc)/(tf — tc). To 
simplify the boundary condition in equation (2), a length scale pa
rameter is defined as 

7 : 
k(tf-tc) k(t/-tc) 

qs qi + up\ 

and the dimensionless lengths then become N = n/y, X = x/y, etc. 
The boundary conditions become 

dN~ 

at solidification interface 

T = 0 at cooled surface 

(7a) 

(7b) 

These conditions are shown in Fig. 1(6) which gives the geometry in 
dimensionless coordinates. The numbers around the boundary will 
designate corresponding points in the conformal mapping. 

Conformal Mapping Procedure. The basic ideas for applying 
conformal mapping to some types of solidification problems were 
developed in reference [9]. Since positive heat flow is in the direction 
of negative temperature gradient, the —T can be taken as a potential 
function for heat flow, and we can let —T be the real part of an analytic 
function of a complex variable 

W= -T + ii (8) 

that satisfies Laplace's equation. The lines of constant T and \p form 
an orthogonal net where the constant \p lines are along the direction 
of heat flow. Hence, lines 23 and 78 in Fig. 1(6) are constant \p lines 
as there is no heat flow normal to them because the boundary is in
sulated. As a result, the solidified region maps into a rectangle 
bounded by constant T and \!< lines as shown in Fig. 2(a). If this region 
can be conformally mapped into the physical plane, then the known 
temperature distribution in Fig. 2(a) (uniformly spaced vertical lines) 
will give the temperatures at the corresponding points in Fig. 1(6). 
In the mapping process the normal derivative condition at the in
terface, dT/dN = 1, will be satisfied. 

The potential and physical planes can be related by use of the de
rivative of equation (8) 

dZ ~ dX l dX ' 

-dT . dT 
+i — 

dX dY 
(9) 

where the last relation on the right was obtained by using one of the 
Cauchy-Riemann equations. Defining f as f = —3T/3X + i dT/dY, 
equation (9) can be integrated to yield 

-fr dW+Ci (10) 

By carrying out this integration, the physical (Z) plane is related to 
the potential (W) plane, and the known temperature distribution in 
Fig. 2(a) can be mapped into Fig. 1(6). Before the integration can be 
carried out, the f has to be related to W. This relation will introduce 
the temperature derivative boundary conditions that must be satis
fied. 

The temperature derivatives at the boundaries of the solidified 
region are used to map the region into the f-plane shown in Fig. 2(6). 
Along the solidification interface dT/dN = 1, so that (dT/dX)2 + 
(dT/dY)2 = 1 and this boundary lies along a unit circle. Along the 
constant temperature cooled surfaces dT/dY = 0 and along the in
sulated surfaces dT/dX = 0. The mapping between Fig. 2(6) and Fig. 
2(a) which is needed to integrate equation (10) will be done by means 
of a few intermediate transformations. 

First, a logarithmic transformation is used: 

Journal of Heat Transfer 

HEAT 
FLOW 

WITHDRAWAL 
VELOCITY, u 

Fig. 1(a) Physical geometry 

6 |5 

Fig. 1(b) Dimensionless physical plane, Z = X + iY 

Fig. 1 Ingot being withdrawn continuously from mold 
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co = log f = log I f j +i0 (11) 

where 6 is the argument of fas shown in Fig. 2(6). Along the unit circle 
in Fig. 2(6), « = id, so this becomes a vertical line in Fig. 2(c). 

The boundary of Fig. 2(c) can be unfolded along the real axis so that 
the solidified region occupies the upper half plane. The result of this 
is shown in Pig. 2(d), and the mapping is accomplished by means of 
the Schwarz-Christoffel transformation 

__ 

du 

C2(u + d){u -d) 

(u - l)(u + l)Vu- cVu + c 

Equation (12) can be integrated to yield 

- u , (1 - cf 2) 

(12) 

i = Ci 
1, Vu2 - c2 — " 

• - l o g — 7 = = 
2 VTT^T2 + u 2VT 

Xlog 
;2 - uV\ 

\ V - c 2 4. M v T 

~ e 2 " | 
+ C3 (13) 

The corresponding points are matched between the 01 and u-planes 
to evaluate C2 and C3, and to find a relation between c and d. Point 
1 at u = 0 corresponds to a - litII, point 2 at u = c must yield _ = iw/2, 
and point 3 at u = 1 must correspond to a = °° + J7r/2 o r » + (V de
pending on whether u = 1 is approached from below or above along 
the real axis. These conditions lead to C% = —1, C3 = iir/2 and 1 - d2 

= Vl — c2. This last relation will be used later to locate the inflection 
points (a and (3 in Fig. 1(6)) along the frozen interface as this corre
sponds to points u = ±d. With these values <~ becomes, 

o = log . = 
1 Vu2-
7 l o g — = = 

•c/-u 

c'1 + u 
1 \/Ti2~-~c2 - uV\ — c2 

. _ J0g — -_ _ _ _ _ _ 
2 V^2_T^2 + u V l ~C2 

+ i- (14) 

Continuing the mapping transformations to relate W and f, which 
will be done by means of the intermediate variable u, the real axis of 
the u -plane is folded into a rectangle in the V-plane shown in Fig. 2(e). 
The solidified region is inside this rectangle. The mapping between 
u and V is found from the Schwarz-Christoffel transformation as 

dV__ 

du 

C4 
(15) 

1 - c v u + c v u ^ V u T l 

Then by rotation and translation the V-plane is transformed into 
the W-plane to complete the mapping 

W-- -iV - 1 (16) 

Now return to the integration of equation (10). This is written in the 
form, 

r 1 dW 

~ J f(«) dV 

1 dWdV 

du 
du + Ci (17) 

Prom equation (14) 

1 1 /Vu2-c2 + u\ 1/2 /Vu2-

i 

uVT 1 / V l l ' - C ' t U y K / V u ^ - c ' - UV 1 — C ' \ 
i \Vu2 ~c2~u) KVH^T^ + uVT^c^) 

(18) 

Substituting equations (18) and (15), and the derivative of equation 
(16) yields 

r 1 /Vu2 ~ ci + uy/2 /Vu2 - c2 - uVT^^2 y/2 
2 - c 2 + u v T - c 

Vu2 ~ c2Vu2 
1 
zdu + Ci (19) 

3/-COOLED 

/ SURFACE 
T = 0 

--T 

^ ^ 7 

Fig. 2(a) Potential plane, W = - T + i\p 

|-°°,_ 

5 J— 

(-°°,0) 

4 

(O.rri 

-(0,7i/2H 
1 

a Y 

(0,0) 

,.-SOLIDIFICATION (« 71) 
INTERFACE '| 

* 7 

2 ' - INSULATED 3 
SURFACE 

K 0 ) 
— log K l 

Fig. 2(c) Intermediate co plane, _ = log | f| + 10 

-INSULATED 
SURFACE 

5 4 

- SOLIDIFICATION 
INTERFACE 

6 5 
_ ___^____ . _ , . _ _ ^ _ _ _ _ . 

(-°°,0) 1-1,01 (-C.0I (-d,0) (0,01 «J.0J (CO) (1,0) K 0 ) 

Fig. 2(d) Intermediate u plane, u = £ + /ij 

dY 
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, - INSULATED 
SURFACE 

. - SOLIDIFICATION 
INTERFACE 

- ^ dT 
? (-1,0) 6 5 4 (1,0) 3 dX 

Fig. 2(b) Temperature derivative plane, f = -dT/dX + idT/dY 
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Fig. 2 Planes used in conformal mapping procedure 
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Equation (19) is integrated to give 

- i C 4 ( l - V l ^ 2 ) ' 
z = -

VTJ^ c2 - uVl-

2c2 Vu2 - c2 + u V l - c2 

+ log v^n ; - log 0 u2-l)] 

The constants are evaluated by having the origin Z = 0 at u 

+ d (20) 

: 0 a n d 
the width of the ingot be A, which means that the real part of Z must 
equal - A when u = 1. This gives Ci = - A / 2 and C4 = (-A/7r)[c2/(l 
- V l — c2)]. Then equation (20) becomes 

Z _ z _ _ i T V u 2 - c2 - u V l - c2 

A a 2TT L ° g V ^ ^ + u V l - c 2 

+ log 
Vu2- i 

Vu2 — c2 + u 
logC u 2 - l ) ] - i (21) 

Equations for Solidification Interface. The interface between 
points 8 and 9 in Fig. 1(6) corresponds to points along the real axis 
u = £ in Fig. 2(d) where 0 < £ < c. Since £ is less than c, some of the 
quantities in the square roots in equation (21) will be negative, so that 
along the interface z/a becomes, 

zs 
i [, iVc2 — £2 

log — , — , 
a 2x I iVc2-£2 + £ V l -c2 

2 iVc2- £ 2 - £ 
- + l o g — ; = = b i 

J V C 2 - J2 + £ 

- l o g f - a - f 2 ) ] -

The log of a complex number can be written in terms of the inverse 
tangent, so this reduces to 

z, 1 T 
^ = - t 
O IT L 

Vc2 - £2 

+ tan 
V c 2 - £2 

- ] 2TT 
;U-£ 2 ) -

f v T - c2 £ 

Separating real and imaginary parts and taking into account the fact 
that the interface is symmetric about x = 0 gives the parametric 
equations along the interface, 

a H t a n _,Vc3£g 
£ V T ^ c 2 

1 v ^ 
- t a n l H2 

0 < £ <c 

(22a) 

a 
• i o g u - 4 2 ) (22b) 

The value of the height 5 in Fig. 1(a) is of interest as it shows how 
far the interface deviates from being planar. Point 2 in Fig. 1(6) cor
responds to £ = - c in Fig. 2(d), so from equation (21(b)) the value of 
<5/a is 

<5 1 , , 
- = - - l o g ( l 
a 2ir 

•c2) (23) 

Another quantity of interest is the height 6 of the interface above 
the bottom edge of the mold which is at point 7 in Fig. 1(6). Point 7 
corresponds to u = 1 in Fig. 2(d) so that from equation (21) b/a = 
\limu-,i Im(z/a)\. This yields 

6 
• = — l o g 

a lit 

" ( 1 - v T - , 
(24) 

4(1 - c2) J 

In Fig. 1(6), it is noted that there are inflection points along the 
interface at points a and /?; these correspond to J = ±d in Fig. 2(d). 
In connection with obtaining the constants in equation (14), it was 
found that d2 = 1 — V l — c2 . If we let £ = d in equation (22(a)) and 
then substitute d = (1 - V l 

xs\ r 1 

— = ± l - - t a n _ 1 
a \ inflection [_ 7T 

point 

From equation (22b) 

CE 1 inflection 
point 

— , 

u-

1 

2w 

c2)1'2, we obtain 

1 

- - t a n - H l - c 2 ) 1 ' 4 

7T 

log(l-c 2) 1 / 2 = i -
2a 

Hi (25a) 

(25b) 

where <5/a is given by equation (23). 
Expression for c in Terms of Physical Conditions. The pre

vious results are in terms of the quantity c that has values between 
0 and 1, but arises during the conformal mapping without any par
ticular physical significance. The c will now be related to the imposed 
physical conditions. By fixing points in the physical plane, it was 
found earlier in connection with equation (20) that C4 = — (A/TT) [C2 /(1 
— V l - c2)] . The C4 can also be determined from the fact that the 
width of the rectangle in Fig. 2(a) is unity as fixed by the specified 
temperature difference. This gives 

W(7) - W{$) = 1 •• 

Inserting equations (15) and (16) 

X idWdV , 
du 

dV du 

f (-0 
Cidu 

Vu2 - c 2 V u2 - 1 Jc V u 2 

du 

c V T ^ u 2 

The integral is another form of the complete elliptic integral of the 
first kind 

K(VY^72)= C 
Jo 

dip 

V l - (1 - c2) sin2 ip 

so that C4 = —l/K(Vl — c2). Equating this to the previously deter
mined value for C4 gives 

A = 
qsa ir(l - Vl^c2) (qi + up\)a 

k(tf-tc) ~k(tf-tc)~ c ^ f v T 1 ? ) 
(26) 

Thus the c can be determined from the physical inputs that specify 
the value for qsa/k(tf — tc). 

Total Heat Flow to Coolant. A quantity of some interest is the 
total amount of heat being transferred through the solidification in
terface and then removed by the coolant. This includes both the heat 
flow from the superheated liquid metal and the latent heat removed 
at the interface. When the interface is planar this is Q = 2alqs, but 
as the interface becomes distorted, the Q increases in proportion to 
the increased surface area. Since the Q at the interface must exit 
through the cooled surfaces, the Q can be written as 

J-y(v) at 
k — dy 

y(6) dx 

Putting this in dimensionless form and using the Cauchy-Riemann 
equation 3T/dX = -d\p/dYyields after integration Q/2lk(tf — tc) = 
i/-(6) - \H7) = </<(9) - <p(8) = Im [W(9) - W(8)}. By using equations 
(15) and (16) this can be written as, 

Q ru=cdWdV , 
= Im \ du 

2lk(tf-tc) Ju=o dV du 

= Im s:-0 V , « 2 - c V « 2 - l 
zdu 

Inserting C4, and noting that the integration is along the £ axis of the 
u-plane with 0 < £ < c < 1, yields 

d£ 1 r" 

f^e2) Jo 2lk(tf-tc) K(VT^2)Jo V c 2 - £ 2 V F - £ 

K(c) 

where K(c) is the complete elliptic integral 

d£ /^r/2 K(c) - £ V c 2 - £ 2 V T ^ £ 2 - I 
K(VT-^c2) 

dip 

(27) 

V l — c2sin2 ip 

R e s u l t s a n d D i s c u s s i o n 
The solution has been obtained in parametric form in terms of the 

quantity c which is a quantity in the conformal mapping without di
rect physical significance. The solution shows that the controlling 
physical parameter is qsa/k{tf - tc) where qs is the total amount of 
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heat carried away from the interface by conduction through the solid. 
The qs is equal to the sum of the heat supplied by the molten eutectic 
alloy to the interface by convection or conduction, plus that due to 
latent heat. The physical parameter is related to c by equation (26).. 
This equation is used to obtain the c corresponding to a qsa/k(tf — 
tc) of interest; then this c is used in the other parts of the solution to 
obtain the interface location and shape, and the total rate of heat 
removal corresponding to the given qsa/k(tf — tc). 

Interface Shape. The interface shape is obtained from equation 
(22), and the height of the center of the interface above the bottom 

y s - b 

edge of the mold is obtained from equation (24). Prom these results, 
Figs. 3 and 4 are obtained. The interface shape has been normalized 
in Fig. 4(c) by dividing by the length <5, which is the total variation in 
interface height from centerline to wall. 

Fig. 3 shows how the interface moves further up into the mold and 
becomes more planar as qs or the width a is decreased, or k(t/ - tc) 
is increased. One of the conditions for forming the proper internal 
structure during directional solidification is that the solidification 
interface not deviate very far from being planar. As seen in Fig. 3, the 
tolerance on interface flatness determines how large A = (qi + upX)a-
/k(tf — tc) can be. The deviation from being planar is shown in more 
detail in Fig. 4(a). If the maximum value of A for being within the 
planar limits is ^4max, then the maximum withdrawal rate is 

2.2 

2.0 

. .. _ . _ . .L8 

1.6 

— - 1A 

10 

a (q^ + upMa 
A k(tf - tc) 

0.40 

.45 

.5 

.55 

.6 

.7 

.8 

1 \k(tf-tc) ; i rk(tf-

pXt a 
Ii (28) 

For example, from Fig. 4(a), to have an interface flatness such that 

la) DEVIATION OF INTERFACE FROM BEING PLANAR. 

2.0 

1.6 

.8 1.0 a 

0 .4 .8 1.2_ 1.6 2.0 2.4 
% + up?i)a 

Fig. 4(b) Heigh! of interface above bollom edge of mold 

Fig. 3 
A 

Location and shape of solidification interface for various values of 

1.0_ 1.2 1.4 

(qj + upXla 
A"~WW 

Fig. 4(a) Deviation of interface from being planar 
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Fig. 4 Interface characteristics 
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6/a < 0.05 requires that the Am a x be less than 0.8. Fig. 4(fe) gives de
tailed information on the interface deviation from flatness and vertical 
location within the mold. 

It was shown in the analysis that the inflection point along the in
terface is located half way both vertically and horizontally between 
the ingot centerline and the mold surface (see Fig. 4(c)). This means 
that if the interface is normalized to unit height, the curves for all 
values of A will pass through a common central point. As shown by 
Fig. 4(c), the normalized profiles are practically the same over the 
entire range of A values. 

Fig. 5 shows how the total heat flow through the ingot varies as a 
function of the parameter A. For small A, the interface is essentially 
flat, and Q = 2alqs, hence the curve becomes a line of unit slope. For 
larger A the interface area becomes curved so there is a greater area 
for heat transfer and the curve bends upward. 

Application to Directional Solidification of Eutectics. By 
proper control of the solidification process, it is possible to obtain an 
aligned eutectic structure in an ingot solidified from a molten eutectic 
alloy. This aligned structure, extending along the length of the ingot, 
provides desirable strength characteristics. For proper control of the 
eutectic structure it is necessary to fulfill two conditions (references 
[10, 11]). The interface must be flat within a certain tolerance. The 
second condition is that the temperature gradient in the liquid metal 
at the solidification interface divided by the ingot growth rate must 
be above a certain value that is determined by the microscopic be
havior at the interface during solidification of the eutectic alloy. If 
this ratio is called F, the parameter A can be rearranged into 

[kt(dti/dn)s/u + p\]au (k,F + p\)au 

k(t/-tc) k(tf-tc) 

The maximum casting rate of the ingot will then correspond to when 
A has its maximum value corresponding to the required flatness of 
the interface, and F has its minimum value required by the metal
lurgical behavior at the solidification interface. Then 

AmBXk(tf - tc) 

(kiFmin + p\)a 
(29) 

To illustrate this relation, it is helpful to have a few numerical ex
amples. The calculations will be made with a nickel base eutectic alloy 
containing strengthening phases of Ni3Al and Ni3Cb, and having the 
following properties: k of solid = 0.277 W/cm °C; k of liquid = 0.152 
W/cm °C; p of solid = 0.00839 Kg/cm3; A = 56.2 W hr/Kg; t, = 
1250° C. 

From practical experience in ingot casting, for a proper internal 
structure it is desired to have the interface sufficiently flat so that hi a 
< 0.0035. Then from Fig. 4(a) the maximum value of A that can be 
imposed is Amax = 0.48. For proper control of the aligned eutectic 
structure the Fmj„ for this eutectic system is 150°C hr/cm2 (reference 
[9]). Inserting these values into equation (29) yields, 

umax(cm/hr) = • 
(0.48)(0.277)[1250 - ic(°C)] 

[(0.152)(150) + (0.00839)(56.2)]a(cm) 

Some sample results are, 

a, 
cm 

0.1 

0.5 

1.0 

tc = 750° C 

28.6 

5.71 

2.86 

um a x , cm/hr 
tc = 250°C 

57.1 

11.4 

5.71 

These values illustrate how the maximum casting rate can be in
creased by decreasing tc or a. The casting configuration analyzed here 
is concerned with an advanced system in which the ingot is directly 
cooled in the region below the mold. Current industrial practice 
usually has the solidifying material entirely contained in a mold that 
is externally cooled. This provides a lower heat transfer than for the 
present configuration, and casting rates of 0.6 — 1.0 cm/hr are com
monly obtained for turbine blade castings about one to two cm wide. 
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Fig. 5 Total heal flow at the interface as a function of the parameter A 

These rates are consistent with the present results. 

Conclusions 
An analytical solution for the solidification of an ingot during 

continuous casting has been obtained by using a conformal mapping 
method. The two-dimensional shape of the solidification interface 
was obtained, and the interface position within the mold was found. 
The interface shape and position are governed by a single parameter 
(qi + up\)/(k/a)(tf — tc), where the numerator is the total heat flux 
being conducted away from the interface as a result of heat flow from 
the superheated liquid metal and the latent heat of fusion. The results 
show how the flatness of the interface depends on the heat addition 
to the interface from the superheated liquid metal in contact with it, 
and on the solidification rate. An increase in either of these two 
quantities causes the interface to become more curved. Regulating 
the crystal structure in a eutectic alloy to obtain aligned growth de
pends on the flatness of the interface and on the ratio of the temper
ature gradient in the liquid metal at the interface to the solidification 
rate. For these two quantities specified, according to the requirements 
for a particular eutectic alloy, the results predict how fast the ingot 
can be withdrawn from the mold. The withdrawal speed can be in
creased by decreasing the width of the ingot or by lowering the tem
perature of the cooled boundary. 
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ANNOUNCEMENT 

The following short courses will be run at the 23rd Annual International Gas Turbine Conference, April 9-13,1978, 
in London, England. They may be of interest to engineers in the field of Heat Transfer. All courses will be offered at the 
Grosvenor House in London. For further information and registration contact: 

Jill Jacobson 
Professional Development Dept. 
ASME 
345 E. 47th St. 
N.Y., N.Y. 10027 
(212) 644-7743 

Name of Course: Compact Heat Exchangers 
Instructors: R. K. Shah and A. C. London 
Date: April 9,1978 
Fee: $150.00 
Description: A comprehensive review of the methods and problems associated with the design of compact heat ex
changers. 

Name of Course: Blade Design Development and Field Experience 
Instructors: C. L. Smith, D. J. Leone, L. E. Snyder, J. W. Tumauicus, H. Stargardter, E. W. Jansen 
Date: April 9,1978 
Fee: $150.00 
Description: A series of six lectures on Gas Turbine blade beams. 

Name of Course: Introduction to Gas Turbine 
Instructor: E. Wright 
Date: April 9, 1978 
Fee: $50.00 
Description: An overview of the Gas Turbine cycles particularly suited to newcomers in this field. 

Name of Course: Foundation of Turbo Machinery 
Instructors: Drs. Chauvin, Mikolajczak, Serovy, and Lakshminarayana 
Fee: $150.00 
Description: A series of four lecturers on Turbo Machinery. 

10 / VOL 100, FEBRUARY 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E. M. Sparrow 
R. R. Schmidt 
J. W. Ramsey 

Department of Mechanical Engineering, 
University of Minnesota, 

Minneapolis, Minn. 

cxpenmei 
Confection in the ielting of Solids 
Experiments are performed whose results convey strong evidence of the dominant role 
played by natural convection in the melting of a solid due to an embedded heat source. 
The research encompassed both melting experiments and supplementary natural convec
tion experiments, with a horizontal cylinder as the heat source. For the melting studies, 
the cylinder was embedded in a solid at its fusion temperature, whereas in the natural 
convection tests it was situated in the liquid phase of the same solid. A special feature of 
the experiments was the use of a grid of approximately 100 thermocouples to sense ther
mal events within the phase change medium. The time history of the heat transfer coeffi
cients for melting was characterized by an initial sharp decrease followed by the attain
ment of a minimum and then a rise which ultimately led to a steady value. This is in sharp 
contrast to the monotonic decrease that is predicted by a pure conduction model. The 
steady state values were found to differ only slightly from those measured for pure natu
ral convection. This finding enables melting coefficients to be taken from results for natu
ral convection. The positions of the solid-liquid interface at successive times during the 
melting process also demonstrated the strong influence of natural convection. These in
terfaces showed that melting primarily occurred above the cylinder. In contrast, the inter
faces given by the conduction model are concentric circles centered about the cylinder. 

Introduction 

In this paper, experiments are described which are aimed at illu
minating the heat transfer processes which occur when a solid is 
melted by a heat source embedded within the solid. The currently 
standard analytical approach to such problems is based on heat 
conduction as the sole transport mechanism. On the other hand, it 
can be reasoned that the temperature differences which necessarily 
exist in the melt region will induce buoyancy forces and these, in turn, 
will generate natural convection motions. It appears, however, that 
experiments have not yet been reported which specifically address 
this issue, aside from those on convective instabilities involved in the 
melting of horizontal ice layers (e.g., [I])1 and those presented in [2] 
subsequent to the submission of this paper ([2] will be elaborated 
shortly). The need for such experiments has motivated the present 
work, which is part of a larger study of energy storage via solid/liquid 
phase change. 

Separate experiments on melting and on natural convection were 
performed to obtain a definitive relation between the heat transfer 
coefficients for the two cases. In the melting tests, a solid was initially 
brought to its fusion temperature by external heating. Then, the ex-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
August 2,1977. 

periment was initiated when a horizontal heating cylinder embedded 
in the solid was energized to give a steady rate of heat transfer. The 
cylinder was instrumented with thermocouples and, in addition, an 
array of 92 thermocouples was deployed throughout the phase change 
medium with the aid of a specially designed fixture. The cylinder-
mounted thermocouples facilitated the evaluation of instantaneous 
heat transfer coefficients, while those in the medium enabled the 
position of the solid-liquid interface to be identified. The data runs 
encompassed a parametric range of heat fluxes from 1430 to 7870 
W/m2. 

These experiments were performed with a eutectic mixture of so
dium nitrate and sodium hydroxide, which has a melting temperature 
of about 244°C (471°F). This substance has been considered for ap
plication as an intermediate range thermal storage medium. It has 
the virtues of being inexpensive, non-corrosive (no corrosion of a steel 
tank over a period of one year) and non-toxic. 

The aim of the second group of experiments was to determine 
natural convection heat transfer coefficients with the horizontal 
heating cylinder situated in a purely liquid environment, specifically, 
in the liquid phase of the aforementioned eutectic. For these experi
ments, the temperature of the liquid environment was maintained 
as close to the fusion temperature as possible. The same instrumen
tation and heat fluxes were employed in the natural convection studies 
as in the melting experiments. 

The heat transfer coefficients for the melting experiments are 
plotted here as a function of time and their trend, relative to the 
monotonic timewise decrease of those for pure conduction, provides 
immediate insight into the nature of the transport processes. The 
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natural convection coefficients are also plotted as a function of lime. 
The steady state coefficients for the two groups of exper iments-
melting and natural convection—are then compared to provide fur
ther evidence about the transport processes. The final evidence is 
furnished by the shapes of the solid-liquid interface which were de
duced from the thermocouple s'rid in (he phase change medium. 

The experiments of |2j and those reported here appear to have been 
concurrent and independent efforts aimed at a common goal, here 
are birth similarities and differences in the two sets of experiments 
and, most s ignif icant , their qualitative findings are mutually sup
portive. Quantitative comparisons are difficult to make because of 
I he different media employed and because the results of [2] may have 
been influenced by subcooling and end losses and were not supple
mented by separate natural convection experiments. 

T h e E x p e r i m e n t s 
Experimental Apparatus. The apparatus that was designed and 

fabricated for the experiments is shown in a vertical sectional view 
in Fig. 1. As seen there, it is made up of a test chamber surrounded 
by a multilayer wall consisting of heating panels and insulation layers. 
The test chamber is a cubical, mild-steel tank, 33 cm (13 in.) on a side. 
For the experiments, the test chamber was filled with the phase 
change material to a height of about 25 cm (10 in.). 

The test chamber is equipped with a horizontal heating cylinder 
which consists of a thin-walled incoloy sheath housing a uniformly 
wound electrical resistance element. The outside diameter of the 
sheath is 1.9 cm (% in.) and its length is 25.4 cm (10 in.). As seen in Fig. 
1, the cylinder is parallel to one pair of side walls and midway between 
them. Its centerline is about 5.4 cm (2 in.) above the floor of the 
tank. 

Two auxiliary heaters were installed in the test chamber to neu
tralize potential problems associated with the density change that 
accompanies solid-liquid phase change. Since the liquid phase oc
cupies a-greater volume than the solid phase (for a given mass), it is 
necessary to provide expansion space. This was accomplished by the 
use of the so-called vent heater, which passes vertically downward 
through the phase change material adjacent to one of the walls of the 
chamber. When actuated, the vent heater opens a vertical channel 
through the solid phase-change material, and this enables any ex
pansion fluid associated with melting around the horizontal cylinder 
to escape to the top of the solid. 

The second auxiliary heating device is situated in the upper part 
of the test chamber and is used to help prevent the formation of voids 
during the freezing of the phase change material which necessarily 
precedes each melting run. One essential measure in the prevention 
of voids is to avoid the formation of a solid skin across the top of the 
freezing mass and, in general, to keep the upper part of the material 
in the liquid state until the very end of freezing. The accomplishment 
of these objectives was furthered by the just-mentioned heater. An 
additional assist in keeping the upper part of the material unfrozen 
until the end was provided by the heating panel situated above the 
top of the test chamber. 

A copper water-carrying cooling coil affixed to the lower edge of the 
outside walls of the test chamber was activated during the freezing 
of the phase change material. Its placement in the lower part of the 
chamber ensured that freezing would occur from bottom to top. This 
direction of freezing is another important measure in the avoidance 
of voids. 

The thermocouple instrumentation utilized in the test chamber 
will now be discussed. All thermocouples were made from separate, 
but matched rolls of 30-gage teflon-coated chromel and alumel wire. 

riBHDUS KlStlLATION_ 
HEATING PANELS -

Fig. 1 Vertical sectional view of the experimental apparatus 

The choice of teflon as a coating was based on its ability to tolerate 
temperatures up to about 290°C (550°F). Six thermocouples were spot 
welded to the horizontal heating tube around a circumference situated 
mid-way along the length of the tube. The thermocouple junctions 
were separated by an angular spacing of 60 deg. The chromel and al
umel lead wires were stretched tightly along the tube and were 
brought out at one end. 

As was noted earlier, 92 thermocouples were deployed throughout 
the phase change material. These thermocouples were stretched ho
rizontally between a pair of supporting racks. The racks were re
spectively positioned at the walls adjacent to the ends of the horizontal 
cylinder so that the thermocouples were parallel to the cylinder. The 
thermocouple junctions were situated in a vertical plane that en
compassed the mid-length position of the heated cylinder. The 

' chromel wire extended from the junction toward one of the racks and 
the alumel wire extended from the junction to the other rack. By 
suitable guides, the leads were brought vertically upward along the 
side walls of the chamber and were taken out through an access port. 
Once outside the apparatus, the leads were drawn tightly, via special 
springs, toward a connector panel. The tension was adjusted so that 
the horizontally stretched thermocouples in the test chamber would 
not sag during the experiments. 

The test chamber was surrounded by a 5 cm (2 in.) layer of high-
temperature spun glass insulation at the sides and top, and by a 3% 
cm (IV2 in.) thick layer of calcium silicate block insulation below. 
External to the insulation, each side, the top, and the bottom were 
equipped with a heating panel. Each panel consisted of a 0.95 cm (% 
in.) thick aluminum plate, on the outer face of which was mounted 
a ring-shaped electric heater. A thermocuple was affixed to the center 
of each panel. Outside of the heating panels was another layer of in
sulation, 12y2 cm (5 in.) of spun glass at the sides and top, and l1^ cm 
(3 in.) of calcium silicate at the bottom. At the very outside, the in
sulation was enclosed in plywood. 

The thermocouple emf's were read and recorded by a Doric Digi-
trend 210 digital millivoltmeter. This instrument can be programmed 
to read and record thermocouples at preselected intervals, and this 
feature was employed during the later stages of the data runs. 

. N o m e n c l a t u r e -

h = heat transfer coefficient, equations (1) 
and (2) 

q = heat transfer per unit time and area at 
cylinder surface 

Tw = surface temperature of horizontal cyl

inder 
T„ = ambient temperature 
T* = phase change temperature 
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Exper imenta l Procedure . At the very beginning of the experi
ments, the constituents of the eutectic, 83.2 percent sodium nitrate 
and 16.8 percent sodium hydroxide, in granular form, were carefully 
weighed and placed in the test chamber. These granular solids were 
melted, and the liquid was well mixed to obtain a homogeneous sub
stance. Freezing was then initiated, making use of the cooling water 
to freeze from below and the immersion and top panel heaters to keep 
the upper portion of the material in the liquid phase until the end. 
At the conclusion of the freezing process, the lower part of the solid 
was in the 160°C (325°F) range, whereas the upper part was in the 
230°C (450°F) range. 

The solid was then heated to obtain a temperature close to the fu
sion value. To this end, the heating panels on all faces (sides, top and 
bottom) were energized and operated under automatic regulation so 
as to maintain the temperature at a control point (center of top 
heating panel) at a fixed value of 260° C (500° F). This heating regime 
was continued until a thin melt layer (observed through a viewing 
aperture) appeared on the upper surface of the solid. Normally, about 
seven days were required to attain this state. From then onward, the 
control point temperature was gradually reduced, and the tempera
tures on the horizontal cylinder and in the phase change material were 
carefully monitored. These manipulations usually encompassed a 
three-day period. 

The solid was regarded as being ready for a data run when it had 
achieved a mean temperature of 243°C (469.5°F) with spatial varia
tions of ±0.4°C (0.75°F). This temperature is about 1°C (1.5°F) below 
the fusion value. Attempts to approach closer to fusion would have 
resulted in an undue amount of melting of the solid. 

About an hour before the initiation of a data run, the vent heater 
was activated. The run itself was begun by actuating the current flow 
to the horizontal cylinder. At the same time, the power to the vent 
heater was diminished to about a quarter of its initial value (i.e., to 
about two watts), and after an hour it was turned off. The heat flow 
to the horizontal cylinder was maintained constant throughout the 
data run, at power levels which ranged from 20.6 to 113.6 W (i.e., 
power densities from 1430 to 7870 W/m2). Run times ranged from 4 
to 26 hours, increasing with lower heating rates. Thermocouple data 
were collected at one-minute intervals at early times when changes 
were rather rapid and at lesser frequencies at later times when the 
temperature variations became gradual. 

For the natural convection runs, the phase change material was 
liquified by appropriate adjustment of the heating panels. Then, the 
control point temperature was set at about 245°C (474°F), and ample 
time (two to three days) was allowed for the liquid to attain temper
ature uniformity at this level. The initiation of a data run involved 
the application of power to the horizontal cylinder and the activation 

of the thermocouple reading and recording instrumentation. The data 
runs were completed in one to two hours. 

Results and Discussion 
Heat Transfer Coefficients. For the melting experiments, heat 

transfer coefficients were evaluated from the defining equation 

If 
Tw-T* 

(1) 

In this equation, q is the heat flux at the surface of the horizontal 
cylinder—determined from the electric power input and the area of 
the heated surface. Tm is the circumferential-average cylinder wall 
temperature (the mean value of six surface-mounted thermocouples), 
and T* is the melting temperature of the eutectic phase change ma
terial. During any given data run, both q and T* were constant, while 
Tw varied with time, at least during early times. Therefore, equation 
(1) was evaluated at a succession of times spanning the entire duration 
of each data run. 

The instantaneous heat transfer coefficients from equation (1) are 
plotted in Fig. 2 as a function of time. An inset at the top of the figure 
continues the presentation for larger times. The results are param
eterized by the surface heat flux q, which ranges from about 1400 to 
7900 W/m2. 

Inspection of the figure reveals a characteristic pattern in the results 
which is common to all of the cases that were investigated. Starting 
with high values at early times, the heat transfer coefficient decreases 
sharply and attains a minimum, whereafter it increases and ultimately 
reaches a steady state value. This behavior, in itself, provides im
portant insights into the transfer processes, especially when compared 
to that which would occur if only conduction were involved. For pure 
conduction phase change, the heat transfer coefficient starts from high 
values at early times and then decreases monotonically with time, 
never attaining a steady state value.2 Therefore, the results of Fig. 2 
provide clear evidence that transfer mechanisms other than mere 
conduction are involved. 

It appears that conduction is the dominant transport mechanism 
only at very early times, that is, during the period when the transfer 
coefficient decreases. Thereafter, natural convection comes into play 

2 There do not appear to be any quantitative heat transfer results in the lit
erature for conduction phase change due to a cylindrical source. The qualitative 
behavior of the conduction coefficients can be readily deduced by physical 
reasoning supported by the information given in (3) on the movement of the 
liquid-solid interface. 
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and finally takes over. It is especially noteworthy that a steady value 
of h is ultimately attained even though the liquid-solid interface 
continues to move as melting proceeds. This suggests that in the 
steady state regime, the processes which occur in the neighborhood 
of the interface do not contribute significantly to the overall thermal 
resistance. The steady state value of h for each heating rate is delin
eated by a horizontal line. 

It may also be observed that the onset of natural convection and 
attainment of the steady state occur at earlier times at higher heating 
rates. In addition, the higher the heating rate, the larger are the heat 
transfer coefficients. These trends are reasonable inasmuch as higher 
heating rates correspond to higher values of the Grashof number 
(based on either q or (Tw — T*)). 

Fig. 1, with the aid of equation (1), also conveys information on the 
time variation of the cylinder surface temperature. Since both q and 
T* were evaluated as constants for a given data run, equation (1) 
shows that the variation of TK with time is reciprocal to that of h. 

The finding that natural convection is a major contributor to the 
melting problem motivated the no-phase-change natural convection 
experiments with the cylinder situated in the liquid eutectic. The heat 
transfer coefficients for these experiments were evaluated from 

(2) 

The quantities q and Tw have the same meaning as in equation (1). 
T„ represents the average of six thermocouples situated in the liquid 
and displaced by about 1.3 cm (V2 in.) from the surface of the cylinder. 
These thermocouples were deployed in a vertical plane at the mid-
length of the cylinder. They were positioned below and at the sides 
of the cylinder, so that they were washed by fluid moving toward the 
boundary layer that flows around the cylinder surface. 

The natural convection heat transfer coefficients are plotted as a 
function of time in Fig. 3. The various runs are parameterized by the 
surface heat flux, the values of which are identical to those of the 
melting experiments. The figure shows that after a brief transient 
period, a steady state heat transfer regime is established. The steady 
state heat transfer coefficient for each heating rate is indicated by a 
solid line. The heat transfer coefficients increase with increasing 
heating rate, as is consistent with the corresponding increase of the 
Grashof number. 

The main relevance of these natural convection heat transfer 
coefficients is to serve as a basis for comparison with those for the 
melting problem. The steady state values for the melting and natural 
convection problems are brought together in Fig. 4, where they are 
plotted on logarithmic coordinates as a function of the surface heat 
flux. The natural convection coefficients fall consistently on a straight 
line and the melting coefficients, aside from a slight scatter, can be 
regarded as lying on a parallel straight line. 
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The steady state melting coefficients are about 12 percent smaller 
than those for pure natural convection. The fact that the two sets of 
values are so close is a further indication that natural convection plays 
a dominant role in the heat transfer through the liquid melt. Indeed, 
the comparison in Fig. 4 gives license for the use of natural convection 
coefficients for the design of melting systems involving a horizontal 
embedded heater. 

The small differences between the two sets of results can readily 
be rationalized. As will be illustrated shortly, relatively little melting 
takes place adjacent to the lower portion of the cylinder, with the 
result that the melt layer is relatively thin in that region. The thinness 
of the layer may impose constraints on the natural convection flow 
pattern which do not exist when the cylinder is situated in a purely 
liquid environment. Other geometrical differences (size, shape) and 
thermal differences (stratification) may also play a role. The natural 
convection coefficients themselves may be affected by the finite height 
of the test chamber. Notwithstanding all of these possibilities, there 
are only modest differences in the heat transfer coefficients (Fig. 
4). 

Liquid-Solid Interfaces. Attention will now be turned to another 
type of evidence that demonstrates the dominance of natural con
vection as a transport vehicle in the melting problem. In Figs. 5 and 
6, the positions of the solid-liquid interface at a succession of times 
are plotted, respectively for heat fluxes of 1430 and 5720 W/m2. These 
interfaces were deduced from the temperatures measured in the phase 
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Fig. 4 Steady state heat transfer coefficients for melting and for natural 
convection 

Fig. 5 Positions of the solid-liquid interface at a succession of times, q ' 
Fig. 3 Heat transfer coefficients for the natural convection experiments 1430 W/m2 
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TIME(HRS) 

Fig. 6 Positions of the solid-liquid interface at a succession of times, q = 
5720 W/m2 

change medium via the thermocouple grid. Specifically, by examining 
the temperature history at any point in the grid, the time at which the 
melting front passed that point could be identified. Once this infor
mation was obtained at all points where melting had occurred, 
working plots were prepared to facilitate the interpolations needed 
to draw the position of the interface at any selected instant of 
time. 

Figure 5, which corresponds to the lowest heat flux used in the ex
periments, shows successive interface positions at times ranging from 
1 to 24 hours. The heat flux for Fig. 6 is four times that for Fig. 5 and, 
correspondingly, the interfaces have been plotted at times that are 
one-quarter of those of Fig. 5. The horizontal heating cylinder is shown 
in both of the figures, and the cylinder diameter (1.9 cm, % in.) pro
vides a scale from which all other lengths may be inferred. The floor 
of the test chamber is also indicated in the figures. 

Figures 5 and 6 show that melting primarily takes place above the 
heated cylinder, with very little melting below. This is in sharp con
trast to the melting pattern that would be predicted by a solution 
based on pure conduction, for which the interfaces would be a suc
cession of concentric circles surrounding the cylinder. The strong 
upward thrust of the melting zone is caused by natural convection. 
The primary factor in this thrust is the plume which rises from the 
top of the heated cylinder. The plume conveys hot liquid to the upper 
part of the melt region and, in this way, perpetuates the upward 
movement of the interface. 

There is ample evidence that the floor of the test chamber is suf
ficiently far from the heating cylinder so as not to affect the melting 
process. Such evidence is provided by photographs presented in [2] 
and by the authors' own visual observations of the size and shape of 
the melt region. 

A comparison of Figs. 5 and 6 may be made for interfaces that 
correspond to times in the ratio of a factor of one-fourth (i.e., recip
rocal to the heat flux ratio). This comparison shows that the interfaces 
for the lower heat flux tend to be fuller than those for the higher heat 
flux. Aside from this, the interface positions at corresponding times 
tend to be more or less coincident. 

It is also of interest to take note of the size of the melt region at the 
time when the melting heat transfer coefficient approaches a steady 
value. For example, from Fig. 2, it can be observed that for the 5720 
W/m2 heat flux, the steady state is approached in the IV2 to 2 hour 
range. At this time, Fig. 6 shows that the height of the melt region is 

only three diameters above the top of the heating cylinder. 
Other Issues. With regard to the steady state heat transfer 

coefficients presented in Fig. 4, efforts made to compare them with 
literature information for natural convection about a horizontal cyl
inder did not prove fruitful. The main stumbling block was the ab
sence of the thermophysical property values needed to evaluate the 
literature correlations (e.g., [4], pp. 444-446). In this connection, 
difficulties were encountered on various fronts. First, property values 
are not available for the sodium nitrate—sodium hydroxide eutectic. 
Although the properties of the pure components are tabulated [5], 
these components are solids at the temperature at which the eutectic 
mixture is a liquid.3 Finally, the absence of proven procedures for 
evaluating properties of liquid mixtures from component properties 
[6,7] tended to discourage even ad hoc use of the available component 
data. 

While it is regrettable that the aforementioned comparison could 
not be made, it has not deterred the major findings of the work. In 
particular, the separate experiments on melting and on natural con
vection have enabled a quantitative relation between the two sets of 
heat transfer coefficients to be determined. 

When a heating element with a finite heat capacity is employed in 
a transient experiment, there is some reason for concern about the 
influence of that heat capacity on the results being sought. The nat
ural convection results presented in Fig. 3 provide some perspective 
about the time scale of such possible influences. The transient period 
in evidence there is the result of two factors: (a) the actual flow and 
thermal transients in the fluid, (6) the transient due to the heat ca
pacity of the heater. Thus, the duration of the transient that is due 
to the latter is no greater than that in evidence in Fig. 3. As can be seen 
in Fig. 2, those duration times are shorter than the times at which 
natural convection begins to influence the melting process. 

Another aspect of the natural convection results which merits brief 
mention is the possible presence of temperature stratification. The 
measured temperature distributions in the liquid prior to the initia
tion of a data run indicated no stratification at that time. After an 
hour's run, the vertical variation of the temperature in the liquid 
environment, over the height of the cylinder, was estimated to be 4 
to 5 percent of (Tw — TJ). In view of this relatively small variation, 
and also noting that T„ was obtained as an average, it can be con
cluded that stratification was not a factor in the results. 

In order to determine the phase change temperature in terms of the 
specifics of the instrumentation (i.e., thermocouples, millivoltmeter), 
temperature versus time curves for freezing were generated. The 
cooling curves give the fusion temperature to be 244.2°C (471.5°F), 
and this value was used for the evaluation of T* in equation (1). 

Concluding Remarks 
The experimental results presented here have conveyed strong 

evidence of the dominant role played by natural convection in the 
melting of a solid due to an embedded heat source. There are three 
distinct aspects of the results which contribute testimony about the 
importance of natural convection. First, the timewise behavior of the 
heat transfer coefficient deviates markedly from the monotonic de
crease that is characteristic of conduction phase change. The results 
show that conduction dominates only during the earliest stages of the 
melting process, whereafter natural convection comes into play and 
ultimately gives rise to a steady value of the transfer coefficient. 

Furthermore, via separate experiments, the steady values of the 
melting coefficient were shown to differ only slightly from those for 
pure natural convection. This finding enables melting coefficients to 
be taken from results for natural convection. 

The final piece of evidence is provided by the positions of the li
quid-solid interface, which were determined at a succession of times 
during the melting process. These results showed that melting pri
marily occurred above the heated cylinder, with very little melting 

3 The eutetic mixture solidifies at a temperature lower than the solidification 
temperature of any other mixture of the components. 
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below. This is in contrast to the predictions of the pure conduction 
model, according to which the moving interface is represented by a 
succession of concentric circles centered about the horizontal cylin
der. 

In view of the demonstrated importance of natural convection in 
melting problems, it appears unreasonable to continue the present 
practice of neglecting it in the analysis of such problems. 
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ANNOUNCEMENT 
The following short courses will be offered at the second AIAA/ASMB Thermophysics and Heat Transfer Conference, 

May 26-27,1978, at Rickey's Hyatt House in Palo Alto, California. For further information and registration, contact: 

Jill Jacobson 
Professional Development Dept. 
ASME 
345 East 47th Street 
New York, New York 10017 
(212) 644-7743 

Name of Course: Thermal Contact Resistance 
Instructor: M. M. Yovanovich 
Date: May 26,1978 
Description: A review of the theory of thermal contact resistance associated with heat transfer between contacting 

solids. 

Name of Course: Fundamentals of Thermal Insulation 

Instructors: G. R. Cunnington and C. L. Tien 
Date: May 26,1978 
Description: A review of the calculation and test methods for different types of thermal insulation, including 

powders, fibers, foams, and Multilayers. 

Name of Course: Heat Exchanger Equipment for the Power and Process Industry 

Instructors: F. L. Rubin and C. F. Andreone 
Date: May 26-27,1978 
Description: An examination of the various types of equipment used primarily for the transfer of heat in the power 

and process industries. 
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Augmentation of Horizontal In-Tube 
Condensation by leans of Twisted-
Tape Inserts and Internally Finned 
Tubes 
Low pressure steam was condensed inside horizontal tubes of different internal geome
tries to investigate passive heat transfer augmentation techniques. A smooth tube, the 
smooth tube having two twisted-tape inserts, and four internally finned tubes were tested. 
The twisted-tape inserts were found to increase average heat transfer coefficients by as 
much as 30 percent above smooth tube values on a nominal area basis. The best perform
ing internally finned tube increased average heat transfer coefficients by 150 percent 
above the nominal smooth tube values. Techniques were developed to correlate the im
proved heat transfer performance of the two twisted-tape inserts and the four internally 
finned tubes. The equations developed provide a reasonably accurate description of both 
the sectional and the average heat transfer coefficients. The finned tube correlation was 
also reasonably successful in predicting the data from the one other investigation of this 
augmentation technique for which detailed data were available. 

I n t r o d u c t i o n 

During filmwise in-tube condensation, vapor condenses at the 
cooler tube wall, and the condensate coats the tube wall with a con
tinuous film. When the condensate layer is symmetric, with well de
fined phase segregation, the flow regime is said to be annular. Often, 
gravitational, shear, and pressure forces redistribute the liquid film 
and disrupt this well defined phase segregation. Interfacial waves, 
entrained droplets, stratification, bubbles, and vapor slugs can all be 
present and can greatly modify the flow field. 

If the thermophysical properties of the condensing media are fa
vorable, in-tube film condensation heat transfer coefficients can be 
quite high. However, many industrially important fluids, such as or
ganic liquids and most fluorocarbon refrigerants, do not have such 
favorable properties. The condensation heat transfer coefficients for 
these fluids are often low enough to present a significant heat transfer 
resistance in a condenser. For such cases, techniques to augment in-
tube condensation can be used to reduce the condensing-side thermal 
resistance to the extent that significant reductions in condenser size 
may be possible. 

A literature survey of the field [l]1 disclosed a surprising number 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 24,1977. 

of attempts to augment condensation. However, relatively few of these 
studies were involved with in-tube condensation. 

Cox, et al. [2] experimented with internally grooved and knurled 
tubes in single and multi-tube tests. The grooved tubes were reported 
to show an improvement in overall performance of up to ten percent; 
however, the knurled tubes demonstrated no obvious advantage. 
These investigators also indicated that spirally corrugated tubes 
matched the performance of the grooved tubes. 

Prince [3] investigated heat transfer surfaces for use in horizontal 
tube desalination evaporators where condensation occurs inside tubes. 
He tested corrugated and internally ribbed tubes along with other 
surfaces. He reported significant increases in overall heat transfer 
coefficients for the ribbed tubes, but decreases in heat transfer coef
ficients for the corrugated tubes. The individual heat transfer coef
ficients from these experiments were not determined. 

Reisbig [4] reported on the condensation of Refrigerant-12 inside 
tubes with internal longitudinal fins. Detailed data are not provided, 
and no correlations are presented. 

Gottzmann and his co-workers [5, 6] condensed hydrocarbons 
within vertical tubes containing internal longitudinal fins. They noted 
increased condensation rates, but provided no condensation-side film 
coefficients. 

Vrable, et al. [7-9] reported a study of the condensation of Refrig
erant-12 inside tubes with internal longitudinal fins. Inlet reduced 
pressures for these tests varied from 0.18 to 0.46. Mass fluxes varied 
from 86.7 to 853 kg/m2s. 26 experiments with two internally finned 
tubes were reported. These data were correlated by modifying the 
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semi-empirical, smooth tube correlation of Cavallini and Zecchini [10]. 
This correlation was modified by changing the constant, using as the 
characteristic length twice the equivalent diameter, and incorporating 
an additional term to adjust for pressure effects. The equation which 
correlated the data to within approximately ±30 percent is 

^0 .02 -
2de le \ Hf I \p c r / 

(1) 

where 

-[©"'•«->] G 

Recently, Kroger [11] reported on studies of the laminar conden
sation of Refrigerant-12 inside smooth and internally finned tubes. 
Significant improvements in heat transfer were observed with in
ternally finned tubes, but at Reynolds numbers well below those of 
interest here. 

The study reported here was undertaken to investigate two po
tentially useful in-tube condensation augmentation techniques: 
twisted-tape inserts and internally finned tubes. The techniques were 
selected because both are basic passive augmentation techniques used 
extensively for single-phase flow. Twisted tapes are easily fabricated 
and installed, and internally finned tubes have recently become 
readily available. The study was designed to obtain a wide range of 
experimental data and to develop useful correlations of the data. 

Experimental Facility and Procedure 
Facility. An experimental facility was constructed to test the 

augmentation techniques and to provide the smooth tube reference 

data. Condensing steam was the medium selected for the experiment. 
The facility consisted of appropriate piping and instrumentation 
designed to test single, in-tube condenser tubes of various diameters, 
internal geometries, and lengths. Fig. 1 is a schematic of the facili
ty. 

For the experiments reported here, the condensing side of the fa
cility was operated in an open-loop configuration. Clean steam was 
introduced into the dryer through a strainer from a building service 
steam main. A throttling valve controlled the dry, saturated steam 
flow rate to the test condenser. Up to 320 kg/hr of steam at eight bar 
with 0-16°C of superheat was available at the test condenser inlet. 
The condensate or condensate-vapor mixture exited the test con
denser through an adiabatic sight glass section. The condensate-vapor 
mixture then flowed to the after-condenser to complete the conden
sation process. The subcooled condensate then passed through the 
system pressure regulation valves to the condensate flowmeter. The 
condensate was finally discharged to a floor drain. 

Water was used as the test condenser coolant. The coolant entered 
the test condenser through a flowmeter. After passing through the 
test condenser, the coolant was discharged through the coolant drain 
valve. The coolant drain valve was used for coolant flow control to 
pressurize the coolant side of the test condenser in order to suppress 
coolant side subcooled boiling. 

Test Condenser. Two concentric tubes formed the counterflow 
test condenser. The test condenser was divided into four, 0.91 m long 
units to form the test condenser sections. These sections were ar
ranged in series, with the condensing medium uninterruptedly flowing 
through the test tube, while the coolant was diverted through mixing 
sections before proceeding to the next section. Thermocouples were 

TEST FLUID 
DRAIN 
VALVE 

COOLANT 
INLET 
VALVE 

AFTER 
CONDENSER 
COOLANT 
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- DRAIN LINE 

Fig. 1 Schematic of experimental facility 

^Nomenclature-

A = area 
b = fin height 
cp = specific heat at constant pressure 
d = diameter 
/ = friction factor 
F = factor, equation (6), etc. 
G = mass flux 
Ge = adjusted mass flux, equation (1) 
h = heat transfer coefficient 
k = thermal conductivity 
L = heat transfer length of tube 
m = fin parameter, equation (7) 
n = number of fins 
p = pressure 

pcr = critical pressure 
Pr = Prandtl number 
q = heat transfer rate 
r = radius 
Re = Reynolds number 
T = temperature 
u = velocity 
w = interfin spacing 
x = quality 
y = half-pitch-to-diameter ratio 
z = axial coordinate 
5 = tape thickness 
f = fin efficiency 
H = dynamic viscosity 

p = density 

Subscripts 

a = axial 
c = condensation 
e = based on equivalent diameter 
/ = liquid or friction 
i = inside 
o = outside 
s = saturation 
t = tangential 
tt = twisted tape 
v = vapor 
w = wall 
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Table 1 Selected Geometric 
Tubes 
Tube Number 
Type 

Material 
Outside Diameter 
Inside Diameter 
Equivalent 

Diameter 
Wall Thickness 
Total Wetted 

Perimeter 
Nominal Wetted 

Perimeter 
Total Perimeter/ 

Nominal 
Perimeter 

Cross-Sectional 
Area 

Tape Thickness 
Fin Height 
Fin Base Width 
Fin Tip Width 
Number of Fins 
Pitch, cm/180° 

A B 

P a r a m e t e r s of t h e E x p e r i m e n t a l 

C D E F 
Smooth Twisted Twisted Fin # 1 Fin # 2 Fin # 3 Fi 

Cu 
1.5875 
1.3843 
1.3843 

0.1016 
4.3487 

4.3487 

1.0 

1.5052 

n.a. 
n.a. 
n.a. 
n.a. 
n.a. 
n.a. 

Tape # 1 Tape # 2 
Cu.SS 
1.5875 
1.3843 
0.8252 

0.1016 
7.0419 

4.3487 

1.6193 

1.4529 

0.0378 
n.a. 
n.a. 
n.a. 
n.a. 

4.57 

Cu,SS 
1.5875 
1.3843 
0.8252 

0.1016 
7.0419 

4.3487 

1.6193 

1.4529 

0.0378 
n.a. 
n.a. 
n.a. 
n.a. 

9.65 

Cu Cu 
1.5875 1.2776 
1.4707 1.1811 
0.8260 0.7602 

0.0584 0.0490 
7.8750 5.3310 

4.6203 3.7104 

1.7045 1.4368 

1.6264 1.0129 

n.a. n.a. 
0.0599 0.1735 
0.0475 0.1669 
0.0277 0.0478 

32 6 
30.48 17.15 

Cu 
1.2776 
1.1532 
0.7564 

0.0622 
5.1891 

3.6228 

1.4324 

0.9648 

n.a. 
0.1631 
0.1394 
0.0434 
6 

G 
n # 4 

Cu 
1.5900 
1.3970 
0.6767 

0.0965 
8.1979 

4.7437 

1.7279 

1.3864 

n.a. 
0.1448 
0.1245 
0.0462 

16 
straight 27.94 

All dimensions in cm or cm2, as appropriate, 
n.a. = not applicable 

used to measure coolant temperatures in the mixing sections at the 
entrance and exit of each condenser section. Pressure taps were pro
vided at the condenser inlet and at the exit from each section to 
monitor the local pressure of the condensing medium. 

Test condenser tube wall temperatures were obtained from 36 
copper-constantan thermocouples, spaced axially in groups of three 
at 0.3 m intervals along the test condenser. At each station, the three 
thermocouples were distributed circumferentially, with one at the 
top of the tube and the others at 90 deg and 180 deg. 

After completion of the smooth tube experiments, the tube was 
modified by insertion of a twisted tape. The twisted tapes were 
sheared from stainless steel sheet stock to a width of 1.339 ± 0.003 cm. 
Several strips were welded together to form each tape. The tape was 
then twisted until the desired pitch was obtained. 

The twisted tapes were installed in the smooth tube by removing 
the test condenser end fittings and pulling the tape into the tube. A 
clearance of 0.22 mm was required for installation; hence, the tape 
was in only intermittent contact with the tube wall. Dimensions of 
the tapes are listed in Table 1. 

The Forge-Fin Division of Noranda Metal Industries, Inc. supplied 
the four finned tubes tested during this study. These tubes were 
seamless tubes with integral longitudinal fins, three of which had 
spiral fins. Table 1 presents the important dimensions of the 
tubes. 

Procedure. For a particular tube, data were obtained over a range 
of inlet pressures and condensing fluid mass fluxes. Typically an inlet 
pressure was established and flow rates were varied within the limi
tations imposed by the equipment. Quality changes were restricted 
to approximately 100 percent, and inlet conditions were held near 
saturation. Ranges of some of the more important dependent variables 
are listed in Table 2. After the system had stabilized at the selected 
conditions, the raw data were recorded. 

A digital computer was used to process the data. Coolant flow rates 
and enthalpy changes were used to determine the energy transfers. 
Three sets of three wall temperatures were averaged to obtain sec
tional average wall temperatures. Saturation temperatures for each 
test section were calculated by averaging the local saturation tem
peratures corresponding to the local pressures. The sectional tem
perature difference, average saturation temperature minus average 
wall temperature, was corrected for tube wall thermal resistance and 
used with the sectional coolant energy gain to calculate the sectional 
heat transfer coefficient based upon nominal tube dimensions: 

Table 2 Experimental Facility 
pendent Variable Ranges 

De-

Mass Flux 
Heat Flux 

Inlet Vapor Velocity 
Average Condensing 

Heat 
Transfer Coefficient 

Heat Transfer Rate 
Outlet Quality 

150-583 kg/m2 s 
220,000-1,400,000 
W/m2 

80-220 m/s 
19,000-110,000 W/m2 

K 

41,000-200,000 W 
-0.019 (subcooled)-
0.041 

hc = [ 2trnAz(Ts - Tw 
- ^ - I n & (2) 

qIA k, 

Tube average heat transfer coefficients were obtained in an anal
ogous manner. Additionally, the total energy loss of the condensing 
medium was calculated from flow rate and enthalpy to obtain the 
overall heat balance required for data quality control. 

Experimental Data 
Fig. 2 is representative of the experimental results for all tubes at 

a common inlet pressure. Curves have been fitted to the data points 
by linear regression techniques to clarify trends. As can be observed 
from the figure, the tubes with the twisted-tape inserts, Tubes B and 
C, outperform Tube A, the smooth tube, by as much as 30 percent. 
Tube B, with the more tightly twisted tape, consistently demonstrates 
higher heat transfer coefficients than Tube C. 

The internally finned tubes showed dramatic increases in heat 
transfer coefficients. For example, Tube G out-performed the smooth 
tube by as much as 150 percent on a nominal area basis. Among the 
finned tubes, it should be noted that performance improvement is not 
solely a function of increased heat transfer area. For example, Tube 
E, which has 40 percent more area than a smooth tube and a fin-
height-to-radius ratio of 0.3, is a better augmentation device than tube 
D, which has 70 percent more area than a smooth tube and a fin-
height-to-radius ratio of 0.08. 

Fig. 3 is representative of the experimental pressure drop for all 
tubes at the same common inlet pressure as Fig. 2. The finned tube 
data generally follow the same trends as observed with the heat 
transfer results. Tubes E and G, with the longest spiral fins have the 
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Fig. 2 Experimental average heat transfer coefficients versus mass flux, 
all tubes, inlet pressure = 4.2 bar 
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Fig. 3 Experimental total pressure drop versus mass flux, all tubes, inlet 
pressure = 4.2 bar 

highest heat transfer and the highest pressure drop. A comparison 
of the data for Tube E with the data of Tube F indicates the effects 
of fin spiral. 

The twisted-tape pressure drop data are in contrast to the finned 
tube data in that the pressure drop results are not analogous to the 
heat transfer results. Much greater percentage increases in pressure 
drop than increases in heat transfer are observed. 

It is apparent from both of these figures that the twisted tapes are 
less optimum in-tube condensation augmentation devices than are 
the internally finned tubes. The most attractive augmentated tube 
seems to be Tube G. 

Additional details of the facility, operating procedures, data re
duction, and experimental results are presented elsewhere [1, 12, 
13]. 

Heat Transfer Correlation for Twisted-Tape Inserts 
An attempt was made to model the effects of a twisted tape on the 

in-tube condensation process. The methodology of this analysis was 
to identify those twisted-tape effects which contributed to the aug

mentation of condensation heat transfer, and then to model these 
effects in such a way as to make them compatible with those in-tube 
condensation correlations which had been found suitable for the 
smooth tube [1, 12, 13]. 

Three effects were considered in the twisted-tape analysis: the in
crease in frictional pressure drop due to the additional wetted surface 
of the tape, the additional heat transfer area provided due to con
duction effects through the tape, and the increase in the vector ve
locity due to the contribution of the induced tangential velocity 
component. 

Tangential Velocity Effects. The twisted tape induces a tan
gential component of velocity which is a function of radius. This ve
locity component, when added vectorially to the axial velocity, yields 
the increased velocity due to the twisted tape at a given radius. This 
is the velocity necessary to maintain the mass flow rate through the 
longer spiral flow path created by the tape. 

The tangential velocity component is 

2yn 

and the magnitude of the resultant velocity is given by 

Substituting equation (3) into equation (4) then yields 

r2 i r \2 10.5 

"-[TQ'-r 

(3) 

(4) 

(5) 

Since the interfacial shear stress is a function of the velocity near 
the interface and the interfacial shear is of primary importance to the 
heat transfer process, it is reasonable to conclude that the vapor ve
locity should be evaluated at the radius of the interface. The local 
interfacial radius can be determined from the local quality and the 
assumptions of a local flow regime and local void fraction. However, 
for simplicity it is suggested that equation (5) be evaluated at the tube 
inside radius. By evaluating the total velocity at the wall rather than 
at the interface, the effect is over-predicted. This is, however, offset 
by the neglect of the twisted-tape effects on the liquid film, which 
would also tend to augment the heat transfer. 

The following velocity correction factor is thus obtained: 

Ft = — = — Or2 + 4y2)0-5 (6) 

Since Ft characterizes the tangential effect of the twisted tape on 
velocity, this correction factor is applied to the Reynolds number of 
interest in a particular correlation. 

Fin Effects. A twisted tape in contact with the tube wall increases 
the active heat transfer surface because the tape behaves as a fin. 
Therefore, a correction factor should be included to predict the extent 
of heat transfer augmentation due to the fin effect of the tape. 

The twisted tape is assumed to be in good thermal contact with the 
tube wall, and the wall is assumed to be a good conductor. These tube 
wall assumptions lead to the conclusion that the temperature at the 
base of the twisted tape approaches that of the wall far from the fin. 
Thus, with the twisted-tape base temperature approximately equal 
to that of the wall, the twisted tape can be modelled as a longitudinal 
fin of rectangular profile. Assuming the fin to have a length of half the 
tube inside diameter and to have an insulated tip, the equation for 
fin effectiveness is 

(7) 

where 

, /md:\ 
2 tank I -) 

mdt 

\kttbtt' 

The total heat transferred per unit length of the tube is the sum of 
the heat transferred at the unfinned wall, and the heat transferred 
through the two fins: 
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g = qw + 1qtt (8) 

where 

qw = hcL(irdt - 2Stt)(Ts - Tw) 

and 

Defining the fin effect correction factor, Ftt, as the ratio of total heat 
transfer to the heat transfer to be expected without the fin effect re
sults in 

*diLhc(T. - Tw) 

Substituting equation (8) into equation (9) yields 

7rrf,-2<>« + 2r,f 
Ftt= ; (10) 

irdi 

or 

2 /I Stt\ * , - l + - ( - - _ ) ( 1 1 ) 

Therefore, by multiplying the empty tube value of the condensation 
heat transfer coefficient by Ftt, the result will be corrected for tape 
conduction effects. 

Wall Shear Effects. The insertion of a twisted tape into the in-
tube condensation process radically alters certain basic geometric 
parameters. The reduction of the cross-sectional area of flow is small 
for thin tapes such as those under consideration here, but the addition 
to the wetted surface area is quite large. 

The addition of significant wetted surface to that of the smooth 
tube increases the total wall shear and, hence, the pressure loss. To 
predict twisted-tape heat transfer coefficients, those smooth tube 
correlations requiring the explicit inclusion of a friction factor must 
be supplied with the proper twisted-tape friction factor. 

Lopina and Bergles [14] presented a single phase friction factor 
correction. This correction factor was the ratio between the friction 
factor of a tube containing a twisted tape and the smooth tube friction 
factor: 

Ff = — = 2.75y-°-406 (12) 

where y is the ratio of tape half-pitch to tube inner diameter. 
The alteration in the ratio of cross-sectional area to wetted area 

must also be incorporated in the correlating procedure for those 
correlations not explicitly including a friction factor. This can be ac
complished by the use of the equivalent diameter in place of the 
nominal diameter. 

Summary. The separate effects considered above are suggested 
as modifications to smooth in-tube condensation correlations to en
able the prediction of in-tube condensation heat transfer coefficients 
for tubes with twisted-tape inserts. The modifications are summarized 
as follows: 

1 The substitution of the equivalent diameter for the nominal 
diameter for those correlations not requiring an explicit friction fac
tor. 

2 The multiplication of velocity or Reynolds number terms by 
Ft, the tangential velocity correction factor, equation (6). 

3 The multiplication of the resultant heat transfer coefficient by 
the fin-effect correction factor, Ftt, equation (11). 

4 The multiplication of the single-phase friction factor, where 
required, by Ff, the friction factor correction factor, equation (12). 

Comparison With Present Experimental Results. The in-tube 
correlation of Akers, etal. [16] and Soliman, etal. [17] were modified, 
as suggested above, and used to produce a point-by-point comparison 
with the experimental data. The correlation of Akers, et al. is an av
erage correlation, providing a value for the tube-averaged heat transfer 
coefficient. The correlation of Soliman, et al. is a local correlation 
providing local heat transfer coefficients which must be integrated 
to determine the tube-averaged heat transfer coefficients. 

As modified, the higher mass flux correlation of Akers, et al.[16] 
becomes 

Kc= o.o265^ ( £ ^ ) a 8
P r / o . 4 F ( ( ( l 3 ) 

de \ Hf I 

where the equivalent diameter 

d
 vdi2 

irdi + 2(di - 5tt) 

is used since the original equation does not explicitly contain a friction 
term, and no explicit correlation for increased wall shear can be 
made. 

The correlation of Soliman, et al. [17] is modified by the multipli
cation of all Reynolds number terms by Ft, multiplication of the 
friction shear stress term in equation (36) of reference [16] by Ff, and 
by multiplying the resultant heat transfer coefficients by Flt. For both 
correlations, experimental values were used for the various inde
pendent parameters required. 

The following ranges of the twisted-tape effects were encoun
tered: 

Ft: 1.09-1.38 

Ff. 1.66 - 2.24 

Ftt: 1-02 - 1.10 

The results of the comparisons are shown in Figs. 4-7. As can be 
observed in Figs. 4 and 5, the tube-averaged data were predicted by 
the modified correlation of Akers, et al. with errors of less than ±30 
percent for nearly the entire data set. 

The use of the Soliman correlations to predict the sectional data 
was somewhat less successful. As can be observed from Figs. 6 and 7, 
approximately one third of the data fall outside of the 30 percent 
bands. It should be noted that the data presented in these figures are 
the sectional heat transfer coefficients, that is heat transfer coeffi
cients averaged over a small quality range. The sectional data ex
hibited more scatter than the average data [1]. The data from Section 
3 of the experimental facility consistently evidenced lower heat 
transfer coefficients than did the following, lower quality section. 
Since the Soliman correlation predicts increasing heat transfer 
coefficients with increasing quality, the data for Section 3 were con
sistently overpredicted. Further discussion on this point is given in 
reference [1]. 

Some error results from the assumption of good thermal contact, 
between tape and tube, which was used in the analysis. It should be 
noted that the installation procedures did not guarantee good thermal 
contact. This thermal resistance would reduce the fin effect of the 
twisted tape. This error was minimized by using thin stainless steel 
strips for the tapes. 

Heat Transfer Correlation for Finned Tubes 
Correlation Development. The physics of in-tube condensation 

is dramatically altered by the presence of internal fins. The fins 
provide a large increase in active heat transfer area, which contributes 
to higher heat transfer rates. However, this effect is somewhat offset 
by the fin-efficiency effects and the decrease in local heat transfer 
coefficients as the condensate film thickness increases, submerging 
the fins. Additionally, the fins contribute to higher heat transfer by 
promoting more turbulent mixing within and between phases. 

To account for these effects, a correlation found suitable for the 
prediction of smooth tube data was modified. The correlation of 
Akers, et al. [16] was selected for modification because it provided a 
reasonable correlation of the average smooth tube data obtained 
during this investigation. 

A multiplicative term, based upon a dimensionless combination 
of geometric parameters was determined. It served to modify the 
Akers correlation and enabled the modified correlation to predict the 
experimental data. The modified equation is 

kt iG d„\ 0.8 r / b2 \ 191 1 
hc = 0 . 0 2 6 5 ^ ( — ) Pr / 0 3 3 160 ( f ~ ) + 1 (14) 

de \ nf I L \wde/ J 
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EXPERIMENTAL 

Fig. 6 Calculated sectional heat transfer coefficients versus experimental 
„ , , „ , , , . . . . . , „ i . , ! . „ i sectional heat transfer coefficients, tube B, modified correlation of Soliman, 
Fig. 4 Calculated average heat transfer coefficients versus experimental . r . , 
average heal transfer coefficients, tube B, modified correlation of Akers, et ' l ' 
al. [15] 

CYPCCTIMFMTfll h W x 1()3 

m2K 

Fig. 5 Calculated average heat transfer coefficients versus experimental 
average heat transfer coefficients, tube C, modified correlation of Akers, et 
al- [15] 

Fig. 7 Calculated sectional heat transfer coefficients versus experimental 
sectional heat transfer coefficients, tube C, modified correlation of Soliman, 
etal . [16] 

where w is the average of the interfin distance at the base and tip of 
the fins. This equation is strictly empirical, in contrast to the 
twisted-tape correlation. Fin efficiency, wall shear effects, turbulation, 
and entrainment are all included in the additional term. 

The geometrical factor used in equation (14) differs from other 
dimensionless geometric parameters which have been used to corre
late single-phase data for internally finned tubes. Watkinson, et al. 
[18] used w/d. VasiPchenko and Barbaritskaya [19, 20] used bid, and 
Ornatskii, et al. [21, 22] used w/b. The reason for the necessity of the 
b2 term in the parameter used here seems to be that fin height is more 
important to heat transfer performance in condensing systems than 
in single-phase systems. This is perhaps due to interfin-channel 
flooding considerations. 

Comparison With Experimental Results. As shown in Fig. 8, 
equation (14) correlates the average heat transfer coefficients to within 
30 percent for 95 percent of the data. 

An attempt was made to use equation (1) to predict the experi
mental data reported here. This correlation proved to be a very poor 
predictor of the experimental data, some of the data being over-

predicted by a factor of ten. The reason for the gross overprediction 
seems to be the reduced pressure term. Vrable's data were taken at 
reduced pressures an order of magnitude greater than the reduced 
pressures at which the data reported here were taken. With his em
pirically determined exponent of —0.65, this term gave too great a 
weighting at lower reduced pressures. 

An attempt was made to predict Vrable's Refrigerant-12 data with 
equation (14). For the tube with 150 percent area increase, equation 
(14) predicted the data rather well. Most of the calculated values were 
within 30 percent of the experimental results. A plot of calculated 
versus experimental data appears as Fig. 9. The correlation failed to 
predict the data for Vrable's tube which had a 275 percent area in
crease. It is noted that this tube falls outside the geometrical limits 
imposed upon equation (14) by its data base, and attempting to pre
dict data obtained from this tube is an unsupportable extrapolation 
of the equation. 

Conclusions and Recommendations 
This study has clarified the heat transfer performance of two dif

ferent augmentation techniques for condensation inside horizontal 
smooth tubes. Twisted tapes were found to increase average heat 
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Fig. 8 Calculated average heat transfer coefficients versus experimental 
average heat transfer coefficients, tubes D-G, equation (14) Fig. 9 Calculated average heat transfer coefficients versus experimental 

average heat transfer coefficients, data of Vrable [7|, equation (14) 

transfer coefficients of condensing steam by as much as 30 percent 
above the empty tube values on a nominal area basis. Internally finned 
tubes were found to increase in-tube condensation heat transfer 
coefficients by as much as 150 percent above the smooth tube values 
on a nominal area basis. 

A correlation was developed to predict in-tube condensation heat 
transfer coefficients for tubes equipped with twisted tapes. The 
technique involved several modifications to existing smooth in-tube 
condensation correlations. No additional empirical factors are utilized 
in the correlations. Two modified correlations, one for sectional av
erage coefficients and the other for overall average coefficients, proved 
to be fairly useful predictors of augmented heat transfer performance. 
Because no other data appear to be available in the open literature, 
an independent verification of the correlations could not be per
formed. 

A correlation was also developed for the internally finned tubes. 
This correlation, equation (14), proved to be a satisfactory predictor 
of heat transfer coefficients for in-tube condensation inside of the 
tubes with internal longitudinal fins. The correlation also served to 
predict satisfactorily the refrigerant data of another investigation 
where conditions and tube geometries were similar to those tested 
during this program. 

To further understand the augmentation of in-tube condensation, 
continued testing is necessary. Experiments with other working fluids 
would be of special importance to the development of a more com
prehensive correlation. Experiments designed to investigate the de
tails of heat transfer in the region of flooded fins will also be of in
terest. 
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Some Elects of Mechanically-
Produced Unsteady Boundary Layer 
Flows on Convective Heat Transfer 
Augmentation 
Tests of experimental results from augmentation of conuective heat transfer coefficients 
at a gas/solid interface by mechanical disruption of the boundary layer are discussed on 
both an average and a local basis. The averaged data show that the augmentation ob
tained depends upon the wake effects of the mechanical device used to produce the distur
bance and upon the time required to re-establish the boundary layer after the disturbance 
has occurred. The local data analysis indicates that the amount of augmentation obtained 
depends on the relative velocity vector of the fluid with respect to the mechanical device 
and upon the time behavior of this vector. 

Introduction 

A gas/solid interface is the controlling heat transfer resistance in 
many heat transfer devices or systems. Recently an effort to augment 
such convective heat transfer coefficients by means of mechanical 
scraping of surface boundary layers was reported [l].1 A heated flat 
plate, shown in Fig. 1, with air flowing parallel to its surface and a 
blade rotating in a plane parallel to the plate surface was used as the 
experimental system. Details of the plate construction are given in 
reference [2]. Significantly increased convective heat transfer coef
ficients were obtained for scraper clearances of 0.76 mm (0.030 in.) 
to 4.06 mm (0.16 in.) and blade rotational speeds of 100 to 2000 rpm 
over a plate Reynolds number range from 40,000 to 650,000. The 
measurements reported in [1] were taken at six stations distributed 
spanwise across the plate at the same distance downstream from the 
leading edge. The data from these stations were averaged to give a 
single, local value of Nusselt number based on distance from the 
leading edge. Improvements in the local Nusselt number were at
tributed to a turbulent type of flow between the scraper blade and the 
plate surface; the greatest increases were obtained for flow conditions 
where a laminar or transitional boundary layer would have existed 
if the scraper were not present. 

This paper presents further analysis of the span-averaged data and 
discusses local, unaveraged data in an effort to gain further insight 

1 Numbers in brackets designate References at end of paper. 
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into the phenomena responsible for the augmentation obtained. 

Span-Averaged Data 
Fig. 2 shows typical augmentation obtained for one clearance, to

gether with solid lines representing well-known laminar and turbulent 
boundary layer heat transfer correlations taken from Kays [3]. 

The effect of clearance for the range investigated is relatively small 
as shown in Fig. 3 where the augmentation, expressed as the ratio of 
scraped to unscraped Nusselt number is plotted as a function of a 
dimensionless clearance 0. The dimensionless clearance is defined 
by 

<t> = 
5x 

where <5 is the scraper clearance and x is the distance from the leading 
edge. For laminar boundary layer flow, <j> is the equivalent of the ratio 
of scraper clearance to unscraped boundary layer thickness. The 
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Fig. 1 Plan view of plate 
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Fig. 2 Span-averaged heat transfer results for 0.00127m (0.050 in.) clear
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Fig. 3 Clearance effects for span-averaged data 

maximum augmentation observed was approximately inversely 
proportional to the fourth root of the clearance, with much of the data 
showing even smaller effects. 

The span-averaged data in Fig. 2 for 100 rpm rotational speed and 
Reynolds numbers from 40,000 up to about 180,000 fall close to an 

extension of the turbulent correlation to lower Reynolds numbers. 
Data for higher rotational speeds are well above the extended tur
bulent correlation line in this Reynolds number range, but data for 
each rotational speed appear to eventually fall into or close to the 
turbulent correlation as the Reynolds number increases. This behavior 
suggests that scraping frequency causes the majority of augmentation 
above the turbulent correlation, with greater improvement obtained 
for higher scraping frequency. 

An objective of boundary layer scraping is to disrupt an established 
layer, resulting in greater fluid mixing near the surface and a larger 
heat transfer coefficient. The frequency of scraping is obviously 
intimately connected with the time that an established boundary layer 
exists. It is clear that the blade will leave a downstream wake which 
will affect the boundary layer at the measuring stations located on 
the span of the plate. The wake will exist as long as the blade is up
stream of the measuring station; the effective blade period for aug
mentation is thus not the same as the blade period based on rotational 
speed alone. 

The length of the effective blade period can be calculated with the 
aid of the plan view in Fig. 4(a) showing the location of the six span-
wise thermocouples, the scraper blade and pertinent dimensions. The 
scraper blade, rotating in a clockwise direction in Fig. 4(a), will affect 
the measuring stations from the time it is directly over them until it 
is no longer in a position where its wake will pass over them. During 
this time interval, the scraper blade will rotate through the angle in
dicated as 6. The present apparatus geometry gives an average 0 of 
about 51 deg for the six thermocouples used, or about 28 percent of 
the blade period based on rotational speed for a two-bladed scrap
er. 

In addition to the time the flow is disturbed by the wake, time is 
required for the boundary layer to re-establish itself. When the blade 

• N o m e n c l a t u r e -

h = convective heat transfer coefficient 
k = thermal conductivity of fluid 
U = free stream fluid velocity 
VB = scraper blade velocity 
VF/B = relative velocity of fluid with respect 

to the blade 
x = distance from leading edge of plate 
b = scraper clearance above plate surface 
6 = angular position of scraper blade 
n = fluid viscosity 

p = fluid density 
r = blade period 

Dimensionless groups 

hx 
N U l = Nusselt number based on 

distance from leading edge 

R UX 

Hex = p— 
Reynolds number based on 

dimensionless blade 

distance from leading edge 

5x 

clearance 
= used over symbol in equations to indicate 
a vector quantity 
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Table 1 Calculated effective blade period for span-averaged data. Clearance = 0.00127m (050 In.) 

Nominal 
Reynolds 
Number 

Rex 
40,000 
80,000 

160,000 
260,000 
530,000 

40,000 
80,000 

160,000 
260,000 
40,000 
80,000 

160,000 
40,000 
80,000 

160,000 
260,000 
530,000 

Blade 
Speed 
rpm 

100 
100 
100 
100 
100 
500 
500 
500 
500 

1000 
1000 
1000 
2000 
2000 
2000 
2000 
2000 

Wake 
Effect 
Time 

sec 
0.0840 
0.0840 
0.0840 
0.0840 
0.0840 
0.0168 
0.0168 
0.0168 
0.0168 
0.0084 
0.0084 
0.0084 
0.0042 
0.0042 
0.0042 
0.0042 
0.0042 

Re-establishment 
Time 
sec 

0.0423 
0.0211 
0.0108 
0.0066 
0.0032 
0.0423 
0.0211 
0.0108 
0.0066 
0.0423 
0.0211 
0.0108 
0.0423 
0.0211 
0.0108 
0.0066 
0.0032 

tip is in a position where it will no longer influence the measuring 
station with its wake, there is a fixed distance from the blade tip to 
the measuring station. Assuming a developed boundary layer exists 
upstream of the blade, and that the boundary layer re-establishes 
itself at the same speed as the free stream velocity, the time required 
for re-establishment can be estimated. 

The effective blade period for augmentation is then the total time 
consumed for the wake effect and boundary layer re-establishment; 
these time increments are shown in the diagram in Fig. 4(b). For the 
remainder of the blade period an established boundary layer exists 
over the measuring station. 

Re-establishment time varies with the free stream velocity, inde
pendent of scraper rotational speed. If the sum of the wake effect time 
and the re-establishment time is large enough, little or no established 
boundary layer will ever exist at the measurement station and a larger 
increase in span-averaged heat transfer coefficient should be ob
served. 

Calculations of wake effect time, re-establishment time, effective 
blade period, and percent time with established boundary layer were 
made for all span-averaged data. Results for the 1.27 mm clearance 
are given in Table 1. The last column in Table 1 contains values of the 
augmentation obtained, defined as for Fig. 3. The augmentation 
shown in Table 1 is plotted in Fig. 5 as a function of the percent of time 
an established boundary layer existed. The augmentation range for 
points for which no established boundary layer existed is shown on 
the ordinate and is well above the augmentation obtained for points 
with even partially-established boundary layers. The improvement 
indicated in Fig. 5 is typical of the other clearances used. 

If the data of Table 1 are applied to Fig. 2, those points for which 
an established boundary layer could not exist are all significantly 
above the extended turbulent boundary layer correlation; even those 
data with short established boundary layer times (say 50 percent or 
less) show considerable improvement. The improvement is indicated 
in Fig. 2 by the filled points, all of which had an established boundary 
layer for 50 percent of the time or less. 

Local Effects of Blade Motion. The above analysis of span-
averaged data for re-establishment of the boundary layer does not 
include effects of the direction of blade motion with respect to the flow 
because the data were averaged. Local data for the same measurement 
stations have subsequently been examined and regular differences 
from one side of the plate to the other were found. Fig. 6 shows typical 
local behavior; blade motion opposite to the free stream flow direction 
results in Nusselt numbers as much as 65 percent higher than when 
the blade motion is generally in the same direction as the free 
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Effective 
Blade 
Period 

sec 
0.1263 
0.1051 
0.0948 
0.0906 
0.0872 
0.0591 
0.0379 
0.0276 
0.0234 
0.0507 
0.0295 
0.0192 
0.0465 
0.0253 
0.0150 
0.0108 
0.0074 

Time w/ 
Established 

B. Layer 
% 

58 
65 
68 
70 
71 

1.5 
37 
54 
61 
— 

1.7 
36 
— 
— 
— 
28 
51 

Augmentation 
Nu 

Nu* 
x Scraped 
Unscraped 

1.75 
1.53 
2.10 
2.95 
1.10 
4.36 
3.14 
2.49 
3.00 
6.48 
4.90 
3.79 
9.73 
7.31 
6.13 
4.55 
1.10 
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Fig. 5 Effect of boundary layer establishment time on augmentation 

stream. 
Such behavior suggests that differences in boundary layer distur

bance occur because non-uniform blade wakes are shed due to variable 
relative motion between the fluid and the blade. Even though both 
fluid velocity and blade speed are constant, the relative velocity vector 
of the fluid with respect to the blade changes continuously as the blade 
rotates; the continuously varying angle between the absolute blade 
velocity vector and the absolute fluid velocity vector results in several 
different relative motion cases. These relative motion cases can be 
obtained using the vector equation 

VFIB =U-VB 

where Vp/s is the relative velocity, U is the free stream velocity and 
VB is the blade velocity at a given radius. 

The first of these cases is shown in Fig. 7(a) where the blade motion 
w is in a direction generally opposite to the main fluid flow velocity 
U. For 0 < S < 90, a wake will be shed downstream of the blade be
cause the relative velocity vector VV/B will always have a downstream 
component for any blade position. 

The second case is shown in Fig. 7(b) where the blade moves gen-
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Fig. 7 Velocity diagram for local results with different blade speed and po
sition cases 

erally in the same direction as the flow; for this case no wake will be 
shed since VF/B lies along the blade. Boundary layer re-establishment 
will occur quickly because little or no wake is shed. 

The third case, shown in Fig. 7(c), results in a blade wake since the 
VF/B vector is ahead of the moving blade; the boundary layer is dis
turbed much as in Fig. 7(a), but with less time for the wake to cover 
the measurement station and probably a shorter time is required for 
boundary layer re-establishment since relatively undisturbed fluid 
will immediately follow the blade. 

A fourth case, depicted in Fig. 7(d), exists when the blade moves 
generally in the same direction as the flow but sufficiently faster so 
that the wake is shed behind the moving blade; no wake will affect the 
measuring station prior to the arrival of the blade for this case. 

The last three cases can occur at different positions along the length 
of the blade at the same time, since blade velocity increases with 
distance from the center of rotation. Calculations of Vp/s for various 
positions on the blade at constant free stream velocity U and blade 
angle 0 show that with the proper magnitudes of U and VB, the VF/B 
vector will leave a wake behind the blade near the tip and ahead of 
the blade closer to the center of rotation. Between these two positions, 
VF/B lies along the blade, so that no wake is shed at that location. As 
the blade rotates to a new 6 position, the angle between VB and U 
changes; the position for which no wake is shed then moves along the 
blade as it rotates. The reduced Nusselt number observed in Fig. 6 
for Rex = 81,000 and blade motion generally in the free stream di
rection would be caused by such a phenomenon; similar results are 
found for other blade rotational speeds and clearances where the free 
stream and blade velocities tested have relative velocity vectors that 
behave in the same manner. 

Further evidence is found from additional data taken upstream of 
the center of blade rotation; the blade motion is across the free stream 
direction as it passes over these measuring positions. Typical data for 
this location should be lower than either of the other two locales be
cause the relative velocity vector is nearly parallel to the blade except 
for very high blade velocity; in addition, the re-establishment time 
is very short. Typical data from these locations is shown in Fig. 8 
where the upstream measuring station augmentation is considerably 
below the other measuring positions. 

Conclusions 
An analysis of heat transfer data taken on a flat plate when the 

boundary layer was disturbed by a moving blade has shown that 
considerable heat transfer augmentation may be obtained for nor
mally laminar or transitional boundary layers. The span-averaged 
data analysis shows that the effective augmentation period depends 
on the wake behind the blade and the time required to re-establish 
the boundary layer. In addition, these data have indicated that the 
augmentation obtained is inversely related to the amount of time that 
an established boundary layer exists over the surface. 

The local data analysis has shown that the amount of augmentation 
obtained is dependent on the direction of the blade with respect to 
the main flow. Moreover, the simple fluid/blade vector model has 
shown that the effect of the blade depends greatly on both the mag-
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nitude and direction of the relative velocity vector and the time that 
this vector remains in a particular orientation with respect to the flow; 
the relative velocity vector thus affects not only the blade wake effect 
time, but the re-establishment time as well. 

The results obtained suggest that, at least for laminar or transitional 
boundary layers, regularly unsteady flow in the region normally as
cribed to boundary layer flow will result in considerable augmentation 
of convective heat transfer coefficients. 
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Flow and Heat Transfer in 
Convectively Cooled Underground 
Electric Cable Systems: Part 1 — 
Velocity Distributions and Pressure 
Drop Correlations 
Velocity distributions and pressure drop correlations have been obtained experimentally 
for a wide range of physical, flow, and thermal parameters in three models of oil-cooled 
underground electric cable systems. The flow can be considered as consisting of several, 
interconnected, parallel channels. If one of these is significantly larger in cross section, 
it will dominate the behavior of the entire system with velocities up to an order of magni
tude greater than in the other channels. Laminar, fully developed flow exists at a dimen-
sionless entrance length as low as X/DH = 100. The turbulent velocity profiles are essen
tially uniform in the larger, main channel, but not in the small channels with lower veloci
ties. Laminar friction factors can be correlated with an equivalent Reynolds number, 
based on the main flow channel alone, as fe-Ree = 30. Turbulent friction factors increase 
with increasing skid wire roughness ratios and approach the asymptotic values of 0.013 
and 0.021 for roughness ratios 0.0216 and 0.0293, respectively. Cable heating had no no
ticeable effect on the friction factor correlations. 

Introduction 

At the present time, about 3,200 km (2,000 miles) or less than one 
percent of the total electrical transmission lines in the United States 
are underground. The largest of these cable systems has a capacity 
of approximately 500 MW at 345 kV. Although it is generally agreed 
that the present technology of underground transmission is not ca
pable of both efficiently and economically meeting anticipated re
quirements, basic design improvements of oil-cooled underground 
cable systems are needed until new and different techniques are de
veloped. 

The current carrying capacity of underground cables is limited by 
the maximum allowable temperature of the electrical insulation that 
is required for long life and high reliability. This limiting temperature 
is about 85°C (185°F) and occurs at the inner diameter of the insu
lation in contact with the electrical conductor. This temperature 
depends primarily on the rate at which heat generated within the 
system (due to conductor losses, magnetic effects, and other factors) 
can be transferred to the surrounding earth or some other cooling 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N. Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division August 20, 1976. Paper No. 76-WA/ 
HT-45. 

medium. In forced-cooled systems for oil filled, pipe-type cable cir
cuits, chilled oil is circulated through the pipe and most of the heat 
generated in the cable and insulation is absorbed by the oil. The heat 
is then transferred from the oil to the environment at refrigeration 
stations located at predetermined intervals along the transmission 
line. 

By use of a forced-cooled system, the power capacity of under
ground cables can be economically increased. In such systems, the heat 
generated within the conductor is transferred by conduction through 
the cable insulation to the surface of the cable. This heat is then 
transferred to the oil by a combination of forced and natural con
vection. Forced convection is established by the flow of the oil in the 
pipe; natural convection is set up by the temperature difference be
tween the cable surface and the oil. 

The flow in a cable-pipe is characterized by the irregular surfaces 
and cross sections resulting from the particular configurations of the 
cables inside the pipe and the repeated roughness of cable surfaces 
due to the skid wires wound helically around the cables. 

The heat transfer and friction characteristics of surfaces having 
different types of roughness and flow geometries became the subject 
of extensive analytical and experimental investigation as a result of 
their increasing application in the fuel element design for both gas 
and water-cooled reactors as well as liquid-metal, fast breeder nuclear 
reactor systems. More recently, these surfaces became of increasing 
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concern to investigators involved in the design and construction of 
oil-filled, pipe-type underground electrical cable systems. 

Several investigations of rod bundles with helically wrapped wire 
spacers were reported [1-4] l. It was concluded from most of these 
investigations that both the friction factors and Nusselt numbers of 
rod bundles with wire spacers increase with increasing roughness 
ratios and decreasing distance between wire wraps. 

Detailed experimental data and correlations of the fluid mechanics 
and heat transfer characteristics of oil-filled, pipe-type cable systems 
are scarce. Published results do not cover the entire range of flow and 
thermal conditions applicable in the design and operation of such 
systems. An experimental investigation of the forced cooling for a 
model pipe-type cable system was reported in 1970 [5]. Temperature 
profiles from the cable surface to the pipe wall were measured and 
used to calculate the oil film thermal resistance. Our calculations, 
based on reported system dimensions and flow velocities, indicate that 
most of these tests were conducted under laminar flow conditions with 
Reynolds numbers below 500. 

Beckenbach, et al. [6] presented a theoretical approach for the 
prediction of the friction factor as a function of the Reynolds number 
for a pipe-type cable system. Their predicted values were compared 
with experimental results obtained under isothermal conditions with 
oil and water used as working fluids in order to cover a wide range of 
flow Reynolds numbers. Correlations for friction factors are presented 
in references [7-10]. Other related works were further discussed in 
references [11, 12]. 

The purpose of our work is to understand more fully the flow and 
thermal characteristics of underground cable systems. In this article, 
we are reporting on the velocity distributions and pressure drops 
obtained for a wide range of parameters. The temperature distribu
tions and heat transfer results are reported in a companion article [13]. 

Dimensionless correlations were developed for application in the 
design of full-scale underground cable systems. 

The Experimental Setup 
Geometrical parameters of the three different models ((1) large 

cables in large pipe, (2) small cables in small pipe, and (3) small cables 
in large pipe) used in this investigation are presented in Table 1 and 
the different cable configurations referred to in the table are shown 
in Fig. 1. The schematic diagram of the experimental setup is shown 
in Fig. 2. Details of the construction and instrumentation are given 
in references [11, 12]. 

One test section was made of 140 mm I.D. plexiglass pipe in order 
to facilitate visual observation of the flow. The second test section 
consisted of a 45 mm I.D. steel pipe with 3.2 mm thick walls. A heating 
strip was wrapped around the steel portion of this test section in order 
to simulate the heat generated within the outer pipe as a result of the 
electromagnetic eddy currents that exist in an actual cable system. 

One set of simulated cables was made up of three, 38 mm O.D. thin 
wall steel tubes. Sixteen-gauge copper wires (1.3 mm dia) were wound 
around each of the tubes to simulate the actual skid wire arrangement 
in a real system. Electric resistance heaters were inserted along the 
axis in each of the cables to provide the required heat flux rates. 
Thermocouples were soldered to the cable surface at 1.22 m intervals, 
and the thermocouple leads were pulled through the inside of the 
tubes to avoid disturbing the flow. 

Another set of simulated cables was made up of three, 13 mm O.D. 
steel tubes. The skid wires were simulated by 30-gauge Teflon-insu
lated wires (0.53 mm O.D.), and the heater installation was the same 
as that in the larger cables. Two thermocouple junctions were soldered 
to each of the three tubes at 2 m and 8.4 m from the test section inlet. 
Fig. 3 shows typical sections from an actual cable and the two simu-

Table 1 Physical parameters of three test models 

Configuration 

Dp, mm 
Dc, mm 
De, mm 
Ds, mm 
Si, mm 
S2, mm 

Ds/De 

1 

140 
38 
59.7* = DH 

1.29 
23.0 
11.0 
0.776 
0.0216 

Model 1 
2 

140 
38 
93.5 

1.29 
2.6 
1.3 
0.745 
0.0138 

3 

140 
38 

102.7 
1.29 
2.6 
1.3 
0.758 
0.0126 

1 

45 
13 
18.1* = D H 
0.53 
6.5 
5.0 
0.754 
0.0293 

Model 2 
2 

45 
13 
28.5 
0.53 
1.1 
0.5 
0.725 
0.0187 

3 

45 
13 
31.5 
0.53 
1.1 
0.5 
0.743 
0.0168 

Model 3 
1 

140 
13 

107.0* = D H 
0.53 
6.5 

119.0 
0.975 
0.00495 

Pitch/Ds =* 10 and 17; wire helix angles = S3 degand 52 deg; test section length = 9.14 m 
*AC = overall flow area in configuration 1 for each model. 

1 Numbers in brackets designate References at end of paper. 

-Nomenclature. 

Ae = effective or main flow cross-sectional 
area as shown in Fig. 1 

Ap = pipe cross-sectional area 
d = distance between cable surface and inside 

pipe wall in any radial traverse 
Dc = cable outside diameter 
De = hydraulic diameter based on Ae 

DH = hydraulic diameter based on overall 
flow area 

Dp = pipe inside diameter 
Ds = skid wire height 
/ = D//AP/2Lp[/2, friction factor based on 

overall flow area 
fe = DeAP/2LpUe

2, friction factor based on 
Ac 

L = axial distance between pressure taps 
AP = pressure drop between two axial loca

tions 
qc = heat flux rate from the cable surface to 

the oil 
qw = heat flux rate from pipe wall to the oil 
Re = UDnh, Reynolds number based on 

overall flow area 
Ree = UeDelv, Reynolds number based on 

Ae 

Si = distance between two adjacent cables 
S 2 = distance between cable and pipe wall 
u = axial velocity in radial traverse 
"max = maximum velocity in a radial tra

verse 
U = mean velocity based on overall flow 

area 
Ue = mean velocity based on Ae 

x = axial distance from inlet of test section 
y = radial distance from a cable surface 
p = density 
c = kinematic viscosity 
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Fig. 3 Typical sections of actual (right) and simulated cables (actual cable
Is shown here without skid wires)

Discussion of the Hesults
Axial Velocity Distributions. Typical isothermal velocity

distributions in the vertical plane of symmetry measured at three
different axial locations for laminar flow conditions in Modell are
shown in Fig. 4. Our velocity and pressure drop results indicate that
the flow was virtually fully developed at x/f)1l = 117.

Fig.:, shows a set of typical isothermal axial velocity distributions
at different flow rates for cable configuration :J in Model 2. These
profiles indicate a shift in the position of the point at which maximum
local velocity occurs toward the smooth wall of the outer pipe with
increasing Reynolds numbers. This is in agreement with the results
of previous experimental investigations of flow in annular passages
with the inner surface being rough and the outer surface smooth. It
is also obvious from these results that the turbulent velocity profiles
(He = 240G) are flatter than those in the laminar range.

The maximum local velocity, 11 ""'" and the total radial distance,
d, between a cable and the pipe wall were used to obtain good di
mensionless correlation of all velocity data. Fig. 6 shows this corre·
lation applied to the results of Fig. 5 as well as for the velocity distri·
butions for cases involving heated cables at X/DH = 473.

Velocities in the small restricted triangular channel bounded by
the two bottom cables and the outer pipe wall in configuration 2 in
Modell were measured at different flow rates in order to determine
their magnitudes relative to the corresponding velocities in the main

Configuration 3

Configuration I

Configuration 2

lated cables used in this investigation.
Oil flow rates through the test section, heat exchanger, and cali

bration devices were measured with a combination of calibrated
venturi and rotameter systems.

Pressure drops between different points along the test section were
measured with U-tube manometers connected between the pressure
taps.

Oil temperatures at the inlet, outlet, and intermediate stations
along the test section, as well as surface temperatures of the cables
and outer pipe, were measured hy 24-gauge copper-constantan
thermocouples.

Local oil velocities and corresponding temperatures were measured
with a hot-film sensor which was connected to a constant-temperature
anemometer through a temperature switching circuit. A screw-type
traversing mechanism was designed and used to move the sensor
between the cables and outer pipe in any radial direction.

Fig. 1 Cross sections of three cable configurations. Effective flow areas are
within dashed lines. In configuration 1, effective and total flow areas are the
same

Fig. 2 Schematic diagram of experimental setup for Models 1 and 3. For
Model 2 rotating measuring stations were at 2 m and 8.4 m from the inlet of
the test section, pressure taps were at 0.9 m intervals, and temperatures could
be measured at 2, 6, and 8.5 m from the inlet
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Fig. 4 Local axial velocity distributions for configuration 3 in Model 1 at Re
=244, qc =0
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flow channel. The velocities in the restricted channel were found to 
be approximately one order of magnitude lower than the corre
sponding main flow velocities for the entire laminar flow range. The 
relative magnitudes increased, however, as transition into turbulence 
occurred. One typical comparison of these velocities is presented in 
Fig. 7. 

A similar phenomenon was found to exist for configuration 1 in both 
Models 1 and 2 as shown in Fig. 8 which clearly indicates that for low 
Reynolds numbers (Re = 180) in the laminar range, the velocity in 
the secondary flow region between the cable and pipe wall is no more 
than ten percent of the maximum velocity in the main flow channel. 
Other results, not shown here but reported in references [11,12], show 
that this ratio is a strong function of the flow Reynolds number and 
increased to about 80 percent for Re = 6600. 

Pressure Drop Results and Correlations. Pressure drops were 
measured for different cable configurations under laminar, transi
tional, and turbulent flow conditions for both isothermal and non-
isothermal cases. The correlation of the friction factor, / , against the 
usual Reynolds number, Re, based on the entire flow cross section 
produced quite different curves for the three configurations. In the 
laminar range for Model 2 the values of /.Re were 30, 12, and 8 for 
configurations 1, 2 and 3 respectively. The transition to turbulence 
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Fig. 8 Dlmenslonless velocity distributions tor configuration 1 in Model 1 at 
x/DH = 142, Re = 180, qc = 400 W/m2 

started around Re ^ 600 for configuration 1 and Re =* 1200 for con
figurations 2 and 3. In the turbulent range at Re =; 5000, the friction 
factor was 0.023 for configuration 1 and 0.012 for the other two con
figurations with a skid wire roughness ratio of 0.0293. 

A better correlation of these results was obtained by using an ef
fective hydraulic diameter, De, based on the actual main flow area and 
wetted perimeter for each case (neglecting small channels between 
the cables and the pipe wall) as shown in Fig. 9. However, while the 
latter method gives a better correlation of the results, the former is 
more practical because it eliminates the need to guess the actual cable 
configuration in any particular section of a cable pipe. 

In the laminar range, Ree < 1,000, the best correlation is 

fe • Ree = 30 

However, a more conservative design value may be 

fe • Ree = 35 

(1) 

(2) 

In the transition and turbulent range, 1,000 < Ree < 20,000, 
Rehme's correlation [7] based on equation (1) can be written as 

V - + 2.13 en 
^ 

2.13 £n Re„ - 1.664 (3) 

The left hand side of equation (3) is virtually a straight line in the 
range of interest 8 < V2/fe < 14. Introducing a linear relation, which 
fits the actual function within two percent, allows the simplification 
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of equation (3) to 

le 
(1.783 £n Ree - 3.858)2 (4) 

The curve in Fig. 9 shows that this correlation fits the upper limits 
of the data quite well for DS/DH = 0.0216. However, as shown in Pig. 
10, increasing DS/DH to 0.0293 decreased the transition Reynolds 
number and increased the turbulent friction factor from 0.013 to 0.021, 
without affecting the laminar friction factor. Thus, Rehme's corre
lation seems to work only for small roughness ratios with configuration 
1. 

Friction factor results for a wide range of flow and thermal pa
rameters are shown in Fig. 11. These results indicate that cable 
heating had no noticeable effect on the friction factor correlations and 
that fully developed flow conditions existed as low as x/DH ~ 100. Our 
results for configuration 1 are in good agreement with those given in 
reference [9]. However, with the other two configurations, we mea
sured considerably higher transition Reynolds numbers, whereas 
reference [9] found no substantial differences among the three con
figurations. Changing the pitch-to-height ratio of the skid wire from 
10 to 17 by changing the helix angle of the wire from approximately 
83 deg to 52 deg did not affect the results noticeably. 

Reference [10] indicates that the influence of the round skid wire 
extends to a total distance of 8 times the wire diameter. Therefore the 
10:1 pitch to diameter ratio used can be considered small enough to 
insure that the entire cable surface is influenced by the skid wires with 
virtually no unaffected surface. 

Conclusions 
Examination of the above results suggests the following conclu

sions: 
1 The flow in a cable pipe becomes hydrodynamically fully de

veloped at X/DH = 100. Shorter entrance length would be sufficient 
for the flow to become fully developed in the lower range of laminar 
Reynolds numbers. 

2 Fully developed laminar, axial velocity profiles are similar for 
both isothermal and non-isothermal cases. Under turbulent condi
tions, the profiles become flatter and indicate that the point at which 
the maximum velocity occurs tends to shift slightly toward the smooth 
wall of the outer pipe. The local maximum velocity and the distance 
between the cable surface and the pipe wall are sufficient to correlate 
the velocity distribution results. 

3 The axial velocity in the restricted flow channels between three 
cables or two cables and the pipe wall is approximately one order of 
magnitude lower than the maximum velocity in the main flow channel 
for the entire laminar flow range. Very little mixing seems to take 
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place between the separate flow channels. However, both mixing and 
flow velocities in the restricted channels increase with increasing 
Reynolds numbers in the transitional and turbulent regimes. 

4 Transition to turbulence for configurations 2 and 3 starts around 
Rec = 2000. In the transition region, the friction factors increase with 
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increasing Reynolds numbers and approach an asymptotic value 
under fully turbulent flow conditions. The transition for configuration 
1 is gradual and seems to start at around Ree = 600. The skid wire 
roughness ratio for any cable configuration has a strong influence on 
the transition Reynolds number. In addition, the turbulent friction 
factors increase with increasing roughness ratios. 

5 Friction factors can be best correlated by the use of an equiva
lent Reynolds number, Ree. Laminar friction factors are independent 
of the skid wire roughness ratio and can be calculated from equations 
(1) or (2). Turbulent friction factors can be correlated by equation (4) 
for relatively low roughness ratios (<.0216) but they increase con
siderably with higher roughness ratios. Asymptotic values for tur
bulent friction factors were 0.013 and 0.021 corresponding to skid wire 
roughness ratios of 0.0216 and 0.0293 respectively. 

These results are applicable for a cable to pipe diameter ratio in the 
range of 0.2 < DJDP < 0.36. For DJDP < 0.2 the friction factors will 
converge on the smooth pipe data. For 0.36 < Dc/Dp < maximum = 
0.464 all flow cross sections have about the same dimensions and the 
equivalent area must be taken as the total flow area for all configu
rations. The transition to turbulence, as well as the magnitude of the 
turbulent friction factor, may be influenced not only by the roughness 
ratio, as shown in this study, but also by the relative size of the rough 
surface. These parameters should be further investigated in the ranges 
not covered in this report. 
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Flow and Heat Transfer in 
Conwectifely Cooled Underground 
Electric Cable Systems^ Part 2— 
Temperature Distributions and Heat 
Transfer Correlations 
Temperature distributions and heat transfer correlations have been obtained experimen
tally for a wide range of physical, flow and thermal parameters in three models of oil-
cooled underground electric cable systems. The results show that in the laminar range, 
with the oils used, the thermal boundary layer thickness around the heated cables is only 
of the order of 2-3 mm over the entire length of the test section. Consequently, the best cor
relation of the heat transfer results is obtained if the Nusselt number, based on the cable 
diameter, is plotted against Re-Pr0A, where the Reynolds number is based on the overall 
hydraulic diameter of the cross section of the flow. For laminar flows, the oil temperatures 
in the restricted flow channels between three cables or two cables and the pipe wall are 
about 11 "C higher than corresponding bulk temperatures. As the flow becomes turbulent, 
the thermal boundary layer tends to vanish and the oil temperature becomes uniform over 
the entire flow cross section. Laminar Nusselt numbers are independent of the skid wire 
roughness ratio and the flow Reynolds number, but increase with increasing Rayleigh 
number and axial distance from the inlet, indicating significant natural convection effect. 
The range of laminar Nusselt numbers was 5-16. Turbulent Nusselt numbers increase 
with increasing roughness ratios. The Nusselt numbers at Re = 3000 are 30 and 60 for 
roughness ratios of 0.0216 and 0.0293, respectively. 

Introduction 

The current carrying capacity of underground cables is limited by 
the maximum allowable electrical insulation temperature required 
for long life and high reliability. This limiting temperature is about 
85 °C (185 °F) and occurs at the inner diameter of the insulation in 
contact with the electrical conductor. This temperature depends 
primarily on the rate at which heat generated within the system due 
to conductor losses, magnetic effects, and other factors can be 
transfered to the surrounding earth or some other cooling medium. 
In forced cooled systems for oil filled, pipe-type cable circuits, chilled 
oil is circulated through the pipe and most of the heat generated in 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N. Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division August 20, 1976. Paper No. 76-WA/ 
HT-42. 

the cable and insulation is absorbed by the oil. The heat is then 
transferred from the oil to the environment at refrigeration stations 
located at predetermined intervals along the transmission line. 

The purpose of our work is to understand more fully the flow and 
thermal characteristics of underground cable systems. The velocity 
distributions and pressure drop correlations have been discussed in 
a companion article [l].1 A detailed description of the experimental 
setup and range of parameters covered in the investigation are also 
reported in the above article and in references [2] and [3]. References 
[4-12] are selected works on heat transfer results related to this in
vestigation. 

Three cable configurations were used: (1) Open triangular, (2) 
close-packed triangular, and (3) cradled. The three models used were 
(1) large cables (38 mm OD) in large pipe (140 mm ID), (2) small cables 

1 Numbers in brackets designate References at end of paper. 
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(13 mm OD) in small pipe (45 mm ID) and (3) small cables in large 
pipe. The cables had "skid wires" wrapped around them (1.29 mm 
and 0.53 mm OD respectively for the large and small cables). 

In this paper, we are reporting on the temperature distributions 
and heat transfer results we obtained for a wide range of parameters. 
Dimensionless correlations are developed for application in the design 
of full-scale underground cable systems for the prediction of their 
thermal behavior. 

D i s c u s s i o n of t h e R e s u l t s 

Tempera ture Distributions. Oil and surface temperatures were 
measured for a wide range of physical and flow parameters in order 
to determine temperature distributions and to calculate average heat 
transfer coefficients at various cross sections along the cable pipe. Oil 
temperatures in the restricted flow channels between three cables or 
between two cables and the pipe wall were also measured for all flow 
conditions to determine the maximum oil temperatures in the sys
tem. 

Cable surface temperatures were found to be essentially uniform 
around the perimeter of each cable at any cross section for both 
laminar and turbulent flow conditions. 

Fig. 1 shows typical temperature distributions in the vertical plane 

of symmetry for configuration 2 in model 2 at different flow rates. The 
choice of the measured minimum oil temperature to correlate the 
results is arbitrary and was based on the fact that this temperature 
was usually very close to the oil bulk temperature as calculated from 
the flow rate, inlet temperature, and heat input to the system. 

Fig. 2 shows typical temperature distributions measured in a hor
izontal plane on both sides of the top cable of configuration 2 in model 
2. These profiles indicate relatively uniform temperatures throughout 
the flow region between the cable and pipe wall, as well as similarity 
of the temperature distributions on both sides of the cable. 

Examination of both vertical and horizontal temperature profiles 
seems to indicate that upward natural convection currents exist along 
the vertical center line of the pipe, while secondary currents exist in 
a narrow region near the pipe wall. This observation is in agreement 
with analytical predictions of natural convection currents in cable 
pipes [13]. 

The effect of natural convection currents prevailed for the entire 
laminar flow regime as shown clearly by the results of Fig. 1. The in
tensity of natural convection currents and their augmenting influence 
on the overall thermal performance of the cable system are increasing 
functions of the difference between cable and oil temperatures. The 
results of a special experiment, which was conducted to determine 
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N o m e n c l a t u r e . 

cp = specific heat of oil 
Dc = cable outside diameter 
DH = hydraulic diameter based on overall 

flow area 
Dp = pipe inside diameter 
Ds = skid wire height 
d = distance between cable surface and inside 

pipe wall in any radial traverse 
Gr = gp(Tc - Tb) Dc

s/v2, Grashof number 
S = gravitational acceleration 
h = heat transfer coefficient between a 

heated surface and surrounding oil 
k = thermal conductivity of oil 

Nu = hDc/k, Nusselt number 
P = axial distance between skid wires 
Pr = ixCp/k, Prandtl number 
qc = heat flux rate from the cable surface to 

the oil 
qw = heat flux rate from inside pipe wall to 

the oil 
R = Ra Pr0-4 

Ra = Gr-Pr, Rayleigh number 
Re = UDH/V, Reynolds number 
T = local oil temperature 
Tb = oil bulk temperature 
Tc = cable surface temperature 
Tmax = maximum oil temperature in re

stricted subchannels 
Tm\„ = minimum oil temperature at any cross 

section 
U = oil mean velocity based on overall flow 

area 
x = axial distance from inlet of test section 
y = radial distance from a cable surface 
13 = coefficient of thermal expansion 
p = oil density 
H - dynamic viscosity of oil 
v = kinematic viscosity of oil 
S=(T- Tmin)/(TC - Tmin), dimensionless 

temperature 
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this relationship, will be discussed later. 
Fig. 3 shows typical temperature distributions in the entrance re

gion and at the end of the test section. The uniform temperature 
distribution at X/DH = 124 indicates that the effects of natural con
vection are relatively insignificant in the entrance region of the cable 
pipe. However, as the oil flows downstream extracting thermal energy 
from the heated cables and pipe, the effects of natural convection are 
enhanced resulting in elevated oil temperatures near the top of the 
pipe at X/DH = 473. 

Oil temperatures in the flow sub-channels, bounded by three cables 
or two cables and the pipe wall, were measured under different flow 
conditions in order to determine the maximum oil temperatures in 
the system. Fig. 4 shows that the sub-channel temperatures were 
higher than the bulk temperatures for the entire laminar region, but 
became nearly equal as the flow became turbulent. 

The thickness of the thermal boundary layer around the cables was 
of the order of 2-3 mm throughout most of the laminar flow range. 
Under turbulent conditions, the thermal boundary layer diminished 
as the cable surface temperature approached that of the oil bulk. 

Heat Transfer Results and Correlat ions. A total of 36 forced 
convective heat transfer runs were performed under different flow 
and thermal conditions and the results were correlated in terms of 
dimensionless parameters. The effects of the following parameters 
were investigated: Re, Ra, Pr, P/Ds, X/DH, y/d, skid wire helix angle, 
and three typical configurations. Other parameters, in particular 
Ds/Dc and Dc/Dp, were fixed at values which are typical in current 
practice with underground cable systems. Among these variables, 
changing P/Ds from ~10 to ~17 by changing the helix angle from 83 
deg to 52 deg had no detectable effect on the results. 

In order to correlate the results of all the heat transfer experiments 
in dimensionless form, the Nusselt number, Nu, for each flow rate was 
calculated and plotted as a function of the flow Reynolds number, Re, 
and the oil Prandtl number, Pr. 

Two different characteristic lengths were used in attempting to 
define a Nusselt number. In one case, the Nusselt number, Nu, was 
defined in terms of the hydraulic diameter, DH, of the entire flow area. 
No satisfactory correlation was obtained by using DH as the charac
teristic length. 

Another correlation of the same results was obtained by substi
tuting the cable diameter, Dc, for the hydraulic diameter, DH, in the 
definition of the Nusselt number. The correlations based on this 
definition are presented in Fig. 5. These curves suggest that the choice 
of the cable diameter as the characteristic length in the definition of 
the Nusselt number gives a better correlation of all the data obtained 
in test models having significantly diverse geometrical parameters. 
The physical explanation of the above observation is assumed to be 
the following: 

1 The thermal boundary layer thickness around the cable was 
found to be very small, of the order of only 2-3 mm. Since the heat 
transfer coefficient for forced convection is a function of the difference 
between the cable surface temperature and the oil bulk temperature 
outside the thermal boundary layer, it can be reasonably assumed that 
the spacing between the cable and pipe wall, represented by the hy
draulic diameter, has little influence as long as the thermal boundary 
layer is much smaller than DH-

2 On the other hand, the buoyancy effect, which is the driving 
force for natural convection, is proportional to the third power of the 
characteristic length of the heated surface. Based on the above ob
servation, it is reasonable to assume that each cable behaves like a 
heated surface in an infinite environment and its diameter represents 
the characteristic length. 

The index for the buoyancy force in natural convection is the 
Rayleigh number, which was defined as: 

R a : 
/g(HTc - Tb)Dci 

"(?) (1) 

Fig. 5 indicates that while the Nusselt number in the laminar region 
was independent of both the flow Reynolds number and the skid wire 
roughness ratio, it increased with increasing Rayleigh numbers. This 

1.0 -

0.8 -

0.6 

0.4 

0.2 -

0.0 

symbol 

-

ai 
r 
i • 

u 

_ J 

A 

A 

D a 
A 

D 
A 

x/DH 

124 

473 

D 

A 

(r 
MD 

D a 

a A A 

i 

M • 
^4 

w
a

ll 

C L 

C L 

a 

-

a o a 

p 

A A 
A A A 

, , , |, 
0.8 1.0 0.0 0.2 0.4 0.6 

y/d 

Fig. 3 Dimensionless temperature distributions for configuration 2 in model 
2 at Re = 696, qc = 438 W/m2, qw = 0 

10 

10 

_ r 1 1 I 1 1 

~ A 

o 
o o o & S f t D « 

0 4 i f " t I T ? 

D „ 
A " V 

~ 
Z symbol configuration 

T 2 

A 2 
° 3 
o 3 

L. .1 _ L L .L_L 

1 l 1 

A 

*o V * 

f a a • 
• 

% 

q c , w / m 2 

876 
438 
876 
438 

i 1 1 

r Tmin i 

con-2 ~| con-3 -
Tmax 

J D o0 
° D 

o y 0 ca> a 
« o ' v ? ° 

qw,w/m2 ; 

362 
174 

362 
174 

i i i i i i i i 10 
iod IO 5 

Re = U D H / u 

Fig. 4 Dimensionless maximum oil temperatures in model 2 

10 

10 = 2 

1 

0 

= •! • "1 !" i r r m 

: Symbol Model x/DH 

I 1 142 
o 2 124 
A 3 78 

= 

" Ra = 2.4XI0 6 

. D 
: 9.5XI04 

^—9.36XI04 

i i i i 111 

1 1 i I I i i i i r i i I i i i t 

, o ^ • 

I°><CJ»5- l 

<Z>4/ o y > - -

- O A ^ " A A A A « V \ A A A = 

: 

i i i i 11 n i i 

10' m" io \o 
Re Pr°'4= (U D H / D M ^ Cp/k)°'4 

Fig. 5 Nusselt number results, based on cable diameter, for configuration 
1 in three different models 

38 / VOL 100, FEBRUARY 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



relationship is also illustrated in more detail by the results of Fig. 6. 
If the natural convection dominates the heat transfer, we can assume 
that 

Nu = a • Ra°-2S 
(2) 

where the constant, a, ranges from 0.36 to 0.46 for configuration 1 (Fig. 
5). These values are slightly less than those in the literature for free 
cylinders or the values reported in reference [9]. The constant for 
configuration 3 (Fig. 6) is 0.364. Since the cables interfere thermally 
with each other, a reduction in the proportionality constant, a, can 
be expected. 

Fig. 5 also shows the effect of the skid wire roughness ratio, DJDH, 
on both the transition Reynolds number and the turbulent Nusselt 
numbers. It is obvious that the transition Reynolds number of model 
3, which had the lowest roughness ratio (DJDH = 0.0049), was almost 
one order of magnitude higher than that for model 2 (DJDH = 
0.0293). It is also seen from these results that in the transition and 
turbulent flow regimes the Nusselt number as well as the slope of its 
line increase with increasing skid wire roughness ratio. We have in
sufficient information to give generalized correlations. The best fit 
curves through the data points in the transition-turbulent regimes 
can be expressed as follows. 

For DJDH = 0.0293,1.5 X IO3 < R < 2 X 104 

Nu = 0.011 fl0-85 

For DJDH = 0.0216, 7 X 103 < R,< 4 X 104 

Nu = 0.042 flo-es 

For DJDH = 0.0049, 2 X 104 < R < 6 X 104 

Nu = 0.127 R0A9 

(3) 

(4) 

(5) 

where R = Re Pr0-4 

The magnitudes of the heat fluxes on the cables or on the pipe wall 
had no significant effect on the results. 

Fig. 7 shows the results of six sets of heat transfer experiments for 
configuration 3 in model 2 with three different kinds of cable oils. 
Since the transition from laminar to turbulent conditions depends 
largely on the conditions in the main flow channel, one correlation was 
tried by plotting the Nusselt number, based on the cable diameter, 
against the flow Reynolds number, based on the pipe hydraulic di
ameter. However, the pattern of the scatter in the transition and 
turbulent regimes indicated a dependence on the physical properties 
of the different oils and suggested the necessity to include the Prandtl 
number as a correlating parameter. Fig. 7 shows that satisfactory 
correlation of the heat transfer results was obtained when the Nusselt 
number, based on the cable diameter, was plotted against the quantity 
Re-Pr0-4, where the Reynolds number was based on the hydraulic 

diameter of the entire cross section, DH-
Correlations of the heat transfer results for cable configuration 2 

in model 2 are shown in Fig. 8. In reference to Figs. 5-8, the following 
observations are made: 

1 The Nusselt number, based on cable diameter, in the laminar 
flow regime depends primarily on the Rayleigh number as expressed 
in equation (2). The effect of the Reynolds number is very slight. 
Thus, natural convection effects are significant in this region and 
mixed convection is the dominant mechanism of heat transfer. 

2 The transition from laminar to turbulent flow starts at Re =; 
400 for configuration 1, and at Re ca 1400 for configurations 2 and 3. 
The onset of transition for the latter two configurations was actually 
observed as a sudden drop in the temperature of the cable surface, 
as well as in the oil temperature in the restricted subchannels. Other 
indications of turbulence were an instantaneous increase in pressure 
drop and an increase in mean velocity fluctuations. 

3 Configuration 1 had the largest wetted, rough perimeter of all 
three configurations and, therefore, represented the largest rough 
surface area under all flow conditions. At relatively low velocities, Re 
< 400, the Nusselt number was almost constant and natural convec
tion was the dominant mode of heat transfer. Beyond this point, the 
Nusselt number gradually increased with increasing Reynolds num
bers due to the development of turbulence. 

4 Correlations of Nusselt number results were in good agreement 
for Reynolds numbers below 400 and above 1400. The higher Nusselt 
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numbers for configuration 1 in comparison to those for 2 and 3 in the 
range 400 < Re < 1400 were primarily due to an increased level of 
turbulence produced as a result of the larger exposure of the skid wires 
to the main flow. The skid wires act as turbulence promoters. 

5 In the higher turbulence regime, the difference between cable 
surface and oil temperatures was often less than 0.5 °C. Any tem
perature fluctuations in this range resulted in the relatively large 
measurement errors, which explain the scatter of the results in this 
region. 

A special experiment was conducted to study the effects of natural 
convection currents in the laminar range. Heat transfer parameters 
were measured for a wide range of Rayleigh numbers by increasing 
the heat flux rate from 0 — 110 W/m2, while maintaining steady 
laminar flow conditions. The results show that in the laminar range, 
the Nusselt numbers near the entrance (x/Dn = 124) were slightly 
lower than those near the exit {X/DH = 473) for all cases where Ra > 
50,000. At lower Rayleigh numbers, the entrance Nusselt numbers 
were equal to or slightly higher than those near the exit. Thus, at the 
higher Rayleigh numbers the development of the natural convective 
circulation compensates for the thickening of the boundary layer in 
the axial direction. 

Heat transfer to the pipe wall has been correlated on the basis of 
the Nusselt number formed by the hydraulic diameter of the entire 
pipe, as shown in Fig. 9. The orders of magnitude of these Nusselt 
numbers are the same as the ones for the cables based on the cable 
diameter in Figs. 7 and 8. The early transition to turbulence with 
configuration 1 is clearly indicated by the increase of Nusselt numbers 
starting at R = 2000. 

Conclusions 
1 Temperature profiles indicate that the thermal boundary layer 

thickness around a heated cable is approximately 2-3 mm at any axial 
location. Vertical profiles also indicate that oil temperatures are es
sentially uniform in the entrance region, and that higher temperatures 
develop near the top of the pipe with increasing axial downstream 
distance indicating the development of natural convection effects. 

2 The dominant mode of heat transfer in the laminar range is 
mixed (natural and forced) convection, and the Nusselt number 
throughout this range is an increasing function of the Rayleigh 
number, but is independent of the flow Reynolds number and the skid 
wire roughness ratio. In addition, the results indicate that the Nusselt 
number increases along the axial distance downstream from the inlet, 
for Ra > 50,000, in contrast to the previously held assumption that 
the Nusselt number near the end of a cable pipe would be much 
smaller than that in the entrance region. 

3 The skid wire roughness ratio for any cable configuration has 
a strong influence on the transition Reynolds number. In addition, 
the turbulent Nusselt numbers increase with increasing roughness 
ratios. 

4 The best correlations of the heat transfer results are obtained 
if the Nusselt numbers are plotted against the quantity Re-Pr0-4, 
where the Reynolds number is based on the overall hydraulic diameter 
of the entire cross section. For heat transfer to the cables, the Nusselt 
number should be based on the cable diameter; whereas, for heat 
transfer to the pipe wall, the overall hydraulic diameter should be used 
in the Nusselt number. Based on these correlations, the Nusselt 
numbers in the laminar region (Re < ~1000) were between 5-16, 
depending on the Rayleigh number. In the low turbulence region (Re 
=i 3000), the Nusselt numbers for the cables were between 30-80, 
depending mainly on the skid wire roughness ratio; whereas, the 
Nusselt numbers for the pipe wall were between 60 and 200. 
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Fig. 9 Nusselt number results for pipe wall at x/DH = 473, qc = 876 W/m2, 
qw = 362 W/m2 (Alter reference [12]) 
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Experiments and Uniwersal Growth 
Relations for Vapor Bubbles With 
iicrolawers 
Solutions for bubble growth rates including the effects of inertia, heat transfer, and micro-
layer evaporation were obtained in generalized coordinates. Experimental growth rate 
data, covering a wide range of superheats, were obtained under precisely controlled condi
tions. The theoretical development appears to provide a satisfactory a priori prediction 
of these data. In particular, the T-effect predicted earlier is fully corroborated by these 
data which are the first to cover an extended range of this parameter. 

Introduction 

The initial impetus for this work was to provide experimental 
verification of the universal representation of bubble growth rates 
reported recently [l].1 Of particular interest is the range of conditions 
for which inertia effects cannot be neglected, and the characteristic 
vapor density ratio, T [1], is large (especially relevant to liquid metal 
boiling and/or liquids subjected to rapid depressurization). The latter 
condition implies high initial superheats. This, in turn, promotes 
inertia limitations which, however, can also be achieved, more simply, 
by imposing low ambient pressures (low vapor densities). This inde
pendent requirement for high superheats has led to a choice of ex
perimental conditions and techniques which stimulated consideration 
of the additional problem of microlayer effects. 

Microlayer development is typical when a bubble grows in the 
immediate vicinity of a solid wall. This situation arises, for example, 
in nucleate boiling, and it has received considerable attention in the 
past decade. Depending on the conditions, microlayer evaporation 
due to its own stored superheat, or due to heat transfer from the ad
jacent wall, can significantly influence the bubble growth rates. Many 
theoretical studies have attempted to sort out these contributions for 
the most common heat transfer-limited growth regime. Some have 
also considered inertia limitations. Good surveys have been presented 
by Cooper and Vijuk [2] and Dwyer [3]. However, the lack of definitive 
experimental data does not facilitate a choice among these theories 
or provide guidance for additional analytical efforts. Although a few 
experimentalists have looked at such details as space/time variations 
in microlayer thickness [4], including the formation of a dry-patch 
[5], most data were obtained under typical nucleate boiling conditions 

1 Numbers in brackets designate References at the end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 29,1976. 

[6]. The ambiguities in comparisons referred to above are due to the 
nonuniformity and nonstationarity of the temperature field under 
these experimental conditions. The situation is even less definitive 
when inertia contributions become significant [7]. 

Within the context of the present work, microlayer effects first arose 
in the somewhat different topology of thin wire probes. These probes 
were necessary to produce a predictable (both in space and time) 
single nucleation event in the energetically neutral way of a simple 
touching. Since the successful operation of this system did not allow 
an unlimited reduction of the probe diameter, it became necessary 
to theoretically establish the limit of negligible microlayer interfer
ence. This was accomplished by a simple extension of the analysis 
presented earlier [1], which also produced a universal representation 
of bubble growth in terms of an appropriately normalized wire-probe 
radius. At this point, only straightforward extensions in the experi
mental and analytical tools were required to consider the problem for 
microlayers typical of nucleate boiling (plane wall geometry). This 
latter extension is not meant to address the complete problem of 
microlayer contributions to nucleate boiling. It is rather intended as 
a first step, providing analytical insight and clear experimental ver
ification for an idealized but relevant system. 

E x p e r i m e n t a l 
Appara tus and Procedure . The basic experimental goal was to 

predictably nucleate and record the growth of a single vapor bubble 
in a highly metastable (superheated) liquid. To avoid ambiguities in 
local conditions associated with the transient heating and/or 
depressurization techniques the "wetting" Freon (11 and 113)/glass 
pair was chosen. With special cleansing, loading, and deactivation 
procedures [8,9] superheats up to 60° C were attainable for indefinite 
durations. A 2000-ml Pyrex flask, fitted with an optical window, was 
utilized as the experimental vessel. A layer of glycerol was employed 
to "seal" the liquid Freon in this flask. Slow depressurization and 
isolation at room temperature yielded the corresponding metastable 
state. The pressure was measured with a mercury manometer. Room 
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and glycerol temperatures were measured by means of a mercury 
thermometer and copper-constantan thermocouple respectively. Any 
thermal gradients whatsoever were absent prior to nucleation. 

It was determined that predictable nucleation in this system may 
be achieved by simply touching two solid surfaces within the super
heated liquid. This procedure is advantageous because it results in 
a minimum disturbance of local conditions and initiates a bubble in 
a most "natural" manner. For the spherically symmetric bubble ex
periments, the two stainless steel wire probes, shown in Pig. 1, were 
utilized for this purpose. By placing their horizontal segments at right 
angles (forming a cross) and about 0.5 mm apart, only a slight, elec-
tromagnetically driven, vertical travel was required for bubble nu
cleation at the point of contact (coincident also with the flask center). 
Three different probe sizes were utilized with diameters of 0.25 mm, 
0.51 mm, and 0.81 mm. For the hemispherical bubble experiments, 
a small glass disk immersed in the center of the Freon volume, and 
a thin (0.61 mm dia) stainless steel wire, its one end sharpened to a 
point, were utilized. By placing the wire at a position normal to the 
disk, at its center, and about 0.5 mm apart, only a slight, electro-
magnetically released, vertical travel was required for the sharpened 
wire end to make contact with the disk and thus produce a nucleation 
event. Fig. 2 illustrates this mechanism, within the context of the 
overall experimental setup. 

Photographic records were obtained at 9000 fps using either a 
Dynafax model 326 high-speed framing camera or a Hycam model 
K2004 16 mm high-speed motion picture camera. A schematic of the 
overall arrangement is shown in Fig. 3. Complete details are given by 
Bohrer[8]andChang[9]. 

Data Reduction. Smooth-walled spherical (and hemispherical) 
bubbles were observed in all experiments. Two typical growth se
quences are presented in Figs. 4 and 5. Considerable agitation and 
entrainment was noted only when the wall of the spherical bubbles 
encountered the vertical segments of the two nucleation probes. For 
the spherical bubbles, the diameters along two orthogonal axis never 
differed by more than 15 percent, except in the very early stages of 
growth when the bubble and the probe diameters were of the same 
magnitude. The hemispherical bubbles exhibited similarly small 
distortions. Under such conditions a simple arithmetic averaging is 
sufficient to express vapor volume content. Further, a probe volume 
correction, important only for the very early stages at growth, was 
applied to determine the true vapor volume. 

The time origin was determined by extrapolation to zero radius. 
The only factor that may interfere with this extrapolation technique 
is the delay time due to surface tension effects. For the conditions of 
interest here this time was determined by numerical methods [10] and 
was found to be less than 0.003 ms. A conservative (upper bound) 
estimate of the uncertainty in time origin was determined for some 
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Fig. 1 Schematic diagram of the nucleation probes 

of the experiments, as follows. Physically realistic upper and lower 
bounds were calculated for the time needed to reach the size of the 
first bubble detected on the film. The Rayleigh solution, for inertia-
controlled growth, provides the lower bound. An upper bound is ob
tained from the complete numerical simulation [10] with an artificially 
degraded growth rate by utilizing a vaporization coefficient of 0.1 (all 
comparisons with these Freon data indicate a coefficient of unity). 
Each data point was then represented by a horizontal bar, its length 
reflecting the total uncertainty in time origin. Clearly, as the framing 
rate increases, the probability of recording an earlier instance of the 
growth sequence increases. This leads to a decrease in total time-origin 
uncertainty. Other relevant uncertainty limits were established as 
follows: length, ±0.0025 cm; frame separation, 0.5 percent; superheat, 
2 percent. 

-Nomenclature^ 

A* = a parameter, ( 

B = a parameter, 

2 P * ( T „ ) - P „ \ 1/2 

Pe 

(lla \m(Wt(T--T*(P„))\ 

c = specific heat 

Ja = Jakob number 
P , c , C r _ - T * ( P . ) ) 

Xpo*(PJ 

k = thermal conductivity 
n = number of probe segments (from bubble 

center to its wall) 
P = pressure 
Pr = Prandtl number 
P*(T) = saturation pressure at temperature 

T 

Qp = heat conducted to microlayer surface in 
time t 

r = probe radius 

A-
r* = dimensionless probe radius, — r 

B2 

R = bubble radius 

A* 
ft* = dimensionless bubble radius, — ft 

B2 

T = temperature 
T*(P) = saturation temperature at pressure 

P 
t = time from growth initiation 

At2 

t* = dimensionless time, 1 
B2 

a = thermal diffusivity 

T = a parameter, 
Pu*(Ta) 

Po*(P~) 

A = latent heat of evaporation 
P = density 
p*(P) = saturation density at pressure P 
p*(T) = saturation density at temperature 

T 

Tu - T*(P„) 
<t> = a parameter, — ——-—-

T„-T*(P„) 

0 = a parameter, defined by equation (7). 

Subscripts 

t = liquid 
s = solid 
v = vapor 
<*> = conditions far away from the bubble 
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Range of Experimentat ion. The range of parameters covered 
in the present work is compared in Table 1 with those of the experi
ments in Dergarabedian [11], Florschuetz, et al. [12], Board and 
Duffey [13], and Lien [14]. The parameters compared are the Jakob 
number Ja, the superheat AT, and the characteristic vapor density 
ratio F. 

Though experiments involving liquids besides water have also been 
performed by some of the cited authors, the parameter values of these 
are similar to those shown in Table 1. 

A n a l y t i c a l 
Bubbles With Probe Microlayers. For generality let us consider 

nil cylindrical probes of radius r arranged with an "effective" com
mon intersection. A bubble nucleating at this point will grow in a 
spherically symmetric fashion with its wall remaining perpendicular 
to each probe's axis. A smooth liquid microlayer is left behind the 
advancing wall. Counting from the common origin up to the bubble 
wall, there are n probe segments each of length R(t). The formulation 
for this case is the same as that presented earlier [1] with the exception 
that the heat balance equation (over the bubble) will now be aug
mented by the probe contributions.2 For this calculation the micro-
layer is considered "thick" compared to the thermal wave penetration 
distance (see Appendix). Furthermore each microlayer element is 
assumed to be "deposited" with a uniform temperature of T*,. As
suming thermodynamic equilibrium at all liquid-vapor interfaces, 
the temperature driving force for heat conduction in the microlayer 
is (T„ — T„ (t)). The total heat conducted to the microlayer surface 
up to time t is: 

iV^rnkt r ( ( T « , - T „ ) 

Jo U/2 o ' ae >JQ (t - T ) 

With this result the heat balance equation now yields: 

dR /12 \ 1/2 p , c , ( T „ - r „ ( £ ) ) 
— = 1 — at 
(It 

(1) 

(T«)' >^Pv 

+ -

iVt 

2V^rnk( 

Jo 
t (T„ - T0) /dR\ 

)Jo ( t - r ) 1 Ur) * (2) 
V ae\pu(iirR2 

Together with the simplified form of the momentum equation and 
the definitions and notations of [1] the final system in dimensionless 
form is: 

2 In this formulation, the well known solutions for the asymptotic inertia 
(Raleigh) and heat transfer (Birkhoff, et al., Scriven) regimes are coupled by 
assuming that both remain valid even as actual control is shifting (with growth) 
from the former to the latter, provided the driving forces in each one are ad
justed to reflect actual conditions. In addition, here, we assume negligible wall 
shear and surface tension effects. 

( r - 1)03 + • 
1 

2Vt* 

dR* 
= <f> withfl*(0) = 0 

dt* 
i 

<l>2 + 4, • 
2V7* 

I 1 \ l / 2 Cf A, - 0J f rt* 1-2 
- (—•) nr* I -!--=±=dT\ I <j>dr\ = 0 

\48/ Jo v f ^ 7 Jo 

(3) 

(4) 

The function <t> - <p(t*; T, nr*) is obtained for various combinations 
of the parameters by means of a successive approximation scheme 
applied to equation (4). An initial variation of <j> with t* is assumed. 
The integrals of the last term in equation (4) are evaluated for several 
times and the resulting cubic is solved for the same times. This new 
set of 0 values is similarly utilized to generate yet another set of results 
from the solution of the cubic. The process is repeated until conver
gence is achieved. Even with a gross initial guess of <j> = 1 (true only 
at t* = 0), only a few iterations are required for convergence. Equation 
(3) is finally integrated to obtain R* = R*(t*; T, nr*). The results are 
presented as universal plots in Figs. 6 and 7 for the range of parame
ters relevant to the conditions of the experimental program. 

For clarity of presentation, the results for this two-parameter family 
of curves are presented only over the physically interesting range of 
the parameter T. Similarly a corresponding range of the nr* parameter 
was chosen. In so far as the probe contribution to the bubble growth 
rate is concerned, a geometric and a transport effect are discerned. 
Since the microlayer area increases as dR, while the bubble surface 
area increases as RdR, the geometry favors a continuous decline in 
microlayer importance. As seen in Figs. 6 and 7, by the time R* be
comes of order nr* the solution becomes parallel to that of a micro-
layer-free bubble (nr* = 0). What is left, however, is a relatively strong 
memory effect of the probe-augmented early growth. The transport 
effect is related to the degree of inertia limitations present, and hence 
differences in thermal gradients between the bubble wall and the 
microlayer. As inertial limitations increase, all thermal gradients di
minish and so does the microlayer role. This effect may be observed 
in terms of the differences in probe contributions between solutions 
in the range of non-negligible inertia limitation t* < 1 and those in 
the range of heat-transfer-controlled growth, t* > 10. Over the du
ration of a particular growth event, heat transfer limitations increase 
in significance with time. The above discussion indicates (and Figs. 
6 and 7 show) that the correspondingly increased role of microlayer 
contribution can only be felt if the bubble size is not large enough 
compared to the probe size for the geometric effect to overshadow the 
transport effect. 

Bubbles With Wall (Planar) Microlayers. Except for geometry 
differences, the derivation here parallels the one just given. The mi
crolayer now has the shape of a disk with a diameter equal to that of 
the bubble. As above, for nonmetallic fluids, for the times of interest 
the microlayer may be considered, as far as conduction is concerned, 

J 

(J 
i 

o 

Fig. 2 isometric view of ihe experimental apparatus 

Journal of Heat Transfer 

SURGE TANKS 

in 
POTENTIOMETER 

- 0 

Fig. 3 Schematic diagram of the experimental apparatus (Dynafax sys
tem) 
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Fig, 4 Typical frames from spherical bubble growth photographic results.
(Freon·113, superheat = 50.8°C, T... = 22,2°C, probe diameter = 0.51 mm.
frame separation = 0.224 ms)

Fig. 5 Typlcallrames Irom hemIspherical bubble growth photographic re
sults. (Freon-113, superheat = 18.6°C, T... =22°C, probe diameter =0.61
mm, frame separation = 1.332 ms)
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Table 1 A comparison of the range of 
experimentation by various authors 

where: 

Experiments of Liquid 

Maximum 
Superheat 

°C 

Maxi
mum 

r 

Maxi
mum 
Jakob 
No.Ja 

Fiorschuetz, et al. [12] 
Dergarabedian [11] 
Board and Duffey [13] 
Lien [14] 
Present work 

Water 
Water 
Water 
Water 
Freon-

113 
and 11 

3.9 
5.3 

20.3 
15.7 
59.4 

1.14 
1.19 
2.14 
2.54 

18.45 

11.7 
15.9 

173.0 
2690 
3195 

as semi-infinite (see Appendix). The case of an extremely well-con
ducting microlayer can also be included by simply using the ther
mal-transport properties of the wall instead of those of the fluid. The 
final system of equation is: 

dR* 

dt* 

(V - 1)03 + 4> + 

01 

1 
2 V F 2 V F 

</>2 

fl*(0)=0 

-— l 4>di 
12 (Jo 

X f P <l>(u)du 
Jo Jo 

Mr) - 03(T)] 

Vt* -r 

(5) 

dr = 0 (6) 

Fig. 6 Universal plot of the spherical bubble radius versus time for different 
probe parameter or* (V - 2) 

P(C{ \at' for liquid metal/solid system 

for ordinary liquid/solid system 
(7) 

The function <j> = <j>(t*; T, 6) was obtained for various combinations 
of the parameters by solving equation (6) in a fashion similar to that 
employed for the solution of equation (4). The function R* = R*{t*; 
F, 8) was obtained by numerically integrating equation (5). The results 
are presented as universal plots in Figs. 8 and 9 for an extensive range 
of r and 0 values. 

The net effect of the microlayer contribution may be found by 
comparing the results of Fig. 8 with those of [1]. For illustration, the 
solution for microlayer-free bubbles (no plate) is included for F = 20. 
Contrary to the results for probe microlayers, a continuously in
creasing microlayer contribution with time is observed here. This is 
favored by both the geometric and transport effects mentioned before. 
Now the bubble surface area increases at the same rate as the micro-
layer surface area. This behavior does not produce a cancellation of 
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Fig. 8 Universal plot of the hemispherical bubble radius versus time com
pared with the no-plate results for r = 20. Here, 8 = 1 

Fig. 9 Universal plot of the hemispherical bubble radius versus time for 
Fig. 7 Universal plot of the spherical bubble radius versus time for different different parameter 8.8 = 1.27 corresponds to a liquid sodium-stainless steel 
probe parameter nr" (T = 5, 20) system 
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the transport effect as it did for the probe microlayers. Hence for small 
values of t*, where the growth is predominantly inertia controlled, i.e., 
R* = t*, the contribution of the microlayer, as expected, is minimal. 
At t* ~ 10~2 a difference of only 10 percent is observed. For inter
mediate values of t* (i.e., t* ~ 1) the growth is by a combination of 
inertia and thermal limitations, and the microlayer contribution in
creases. For t* = 1 this contribution is about 25 percent. From this 
point on thermal effects become increasingly important and the mi-

t, msec 
Fig. 10 A comparison of the theoretical results with experimental data for 
a spherical bubble: (1) numerical solution [10]; (2) solution with the probes 
accounted for; (3) solution of [16]; (4) present solution without considering 
the probe effects. (Freon-113, superheat = 59.4°C, T „ = 22.8°C, probe di
ameter = 0.25 mm) 

t , msec 
Fig. 11 A comparison of the theoretical results with experimental data for 
a spherical bubble: (1) numerical solution [10]; (2) solution with the probes 
accounted for; (3) "inertia"; (4) "heat-transfer" solution. (Freon-113, su
perheat = 34.1°C, Tm = 22.8°C, probe diameter = 0.2S mm) 

crolayer contribution correspondingly increases. For t* = 100 the 
microlayer contributes an increase of 50 percent in bubble size. Similar 
trends are found for other values of the parameter Y. These results 
are in excellent agreement with the previously available solutions for 
this (heat transfer control) asymptotic regime of Sernas and Hooper 
[6] and van Ouwerkerk [5]. 

The effect of the parameter 6 is shown in Fig. 9. The value 0 = 1.27 
corresponds to the liquid sodium-stainless steel system which is of 
current interest in nuclear applications. 

Results and Discussion 

A set of typical spherical bubble growth results (with probe mi
crolayers) are presented in Figs. 10-13. Fig. 10 represents the highest 
superheat run and clearly confirms the F-effect predicted previously 
[1]. It also demonstrates the excellent agreement between the ex
perimental data and the present solutions for this case of negligible 
microlayer effects. Fig. 11 shows a similarly good comparison between 

t, msec 

Fig. 12 A comparison of the theoretical results with experimental data for 
a spherical bubble: (1) numerical solution [10]; (2) solution with the probes 
accounted for. (Freon-113, superheat = 31.9°C, Teo = 24.7°C, probe diameter 
= 0.81 mm) 

t, msec 

Fig. 13 A comparison of the theoretical results with experimental data for 
a spherical bubble: (1) numerical solution [10]; (2) solution with the probes 
accounted for. (Freon-11 superheat = 17.8°C, T „ = 21.7°C, probe diameter 
= 0.51 mm) 

46 / VOL 100, FEBRUARY 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



t* 

F!g. 14 A comparison of the theoretical results with experimental data for 
a hemispherical bubble: (1) solution without plate, F = 5.09; (2) solution with 
plate, F = 5.09; (3) solution with plate, F = 3.58 (Freon-113, superheat = 
36.7°C, T™ = 22°C, probe diameter = 0.61 mm) 

experiment and predictions, for a set of conditions for which both the 
"inertia" and the "heat transfer" solutions greatly overpredict the 
data. Figs. 12 and 13 demonstrate the predictive capability under 
conditions for which microlayer effects become of increasing impor
tance, i.e., larger probe diameters and lower superheats. It has been 
shown [1] that only slight differences exist between the approximate 
analytical technique utilized here and the numerical solution (with 
a vaporization coefficient of unity) [10] which may be taken as the 
"exact" one. In the comparison presented before, we have avoided 
even these slight differences by adding the probe contributions to the 
bubble size as predicted by the present work to the results of the nu
merical simulation. The results of reference [15] were utilized to es
timate the microlayer thickness. The probe surface area utilized in 
these calculations includes an increase due to the microlayer. For the 
case of Fig. 13 the result is sensitive to this thickness. However, the 
hydrodynamic displacement thickness, commonly utilized for mi
crolayer thickness estimation in nucleate boiling, is of the same mag
nitude. For the other cases some differences between the two methods 
are obtained but the results are not sensitive to such changes. 

A set of typical hemispherical bubble growth results (with plane-
wall microlayers) are presented in Figs. 14-16. These results are pre
sented in terms of the dimensionless quantities R* and t* and all 
analytical predictions are based on the solution of equations (5) and 
(6) (neglecting the small contribution of the microlayer left on the 
vertical nucleation probe, in comparison to that of the microlayer at 
the base of the bubble, on the wall). Due to their small magnitude, as 
seen from the comparisons already presented, uncertainties in time 
origin have not been included. Fig. 14 illustrates a case of combined 
(inertia and heat transfer) growth control, and a significant microlayer 
influence. The sensitivity to the parameter F is also indicated. Ex
cellent agreement is also indicated by the comparison of Fig. 15 for 
a lower T-value (and superheat). However, for the lowest superheat 
results of Fig. 16, the agreement is good only up to t* = 5. Beyond this 
time, the data very quickly develop a trend indicating negligible mi
crolayer contribution. To confirm this departure an additional ex
periment was run under similar conditions. Reproducibility was ex
cellent. Since the t*-range covered in all three figures corresponds 
to similar real time (5-8 ms), this difference cannot be attributed to 
variations in exposure times for the microlayer. On the other hand 
it is interesting to note that the good agreement observed in Figs. 14 
and 15 is also in the range of t* < 5. As discussed in the Appendix the 
"thick microlayer" assumption cannot be responsible for this dis
crepancy since it would cause a deviation in the wrong direction. Al
though the mechanism is not clear at this time, this discrepancy ap
pears to indicate an unexpected microlayer behavior at low superheats 
(and bubble growth rates), or perhaps high t* values, which could be 
particularly relevant in considering microlayer effects in nucleate 
boiling. 

Journal of Heat Transfer 

t* 

Fig. 15 A comparison of the theoretical results with experimental data for 
a hemispherical bubble: (1) solution without plate, F = 3.58; (2) solution with 
plate, T = 3.58. (Freon-113, superheat = 29.4°C, T„ = 21 °C, probe diameter 
= 0.61 mm) 

Fig. 16 A comparison of the theoretical results with experimental data for 
a hemispherical bubble: (1) solution without plate, V = 2.14; (2) solution with 
plate, T = 2.14. (Freon-113, superheat = 18.6°C, Ta = 22°C, probe diameter 
= 0.61 mm) 

Conclusions 
Solutions for bubble growth rates including the effects of inertia, 

heat transfer, and microlayer evaporation were obtained in general
ized coordinates. Experimental growth rate data were obtained under 
precisely controlled conditions, covering a wide range of superheats, 
and encompassing the complete range of t* characterizing the relative 
importance of inertia versus heat transfer as control mechanisms. The 
theoretical development appears to provide a satisfactory a priori 
prediction of these data. In particular, the T-effect predicted earlier 
is fully corroborated by these data which are the first to cover an ex
tended range of this parameter. 

These results also indicate that kinetic effects (nonequilibrium at 
the vapor-liquid interface) for Freon-11 and -113 and the range of 
experimental conditions covered are negligible. The microlayer effects 
are precisely predictable except for an anomalous behavior observed 
for t* > 5 (i.e., low superheat, low F-values). This behavior may be 
of importance in considerations of nucleate boiling. 
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APPENDIX 

T h e T h i c k M i c r o l a y e r A s s u m p t i o n 
There are several papers that discuss heat transfer mechanisms 

in the microlayer at the base of a growing bubble. The most compre
hensive discussion has been presented by van Ouwerkerk [5j. He 
concludes that although the microlayer evaporates during growth, 
in fact to such an extent that a substantial dry patch develops and 
grows at the expense of the microlayer, the "thick microlayer" as
sumption is adequate for bubble growth calculations in nonmetallic 
fluids of sufficiently high Prandtl number. There can be some ques
tion concerning the accuracy of van Ouwerkerk's calculation to nu

cleate boiling; however, it is very well suited for our experimental 
conditions. Specifically, under nucleate boiling conditions, and 
especially in subcooled boiling, bubbles may start out with R cc t and 
continue with R <* v 7 (at low superheats the first regime is negligible) 
but ultimately the growth law is strongly affected by the non-uni
formity of the temperature field. The initial growth may slow down 
faster than the square-root law dictates and van Ouwerkerk's theory 
will break down. However, for an initially uniform temperature field, 
as has been the case for all our experiments, we expect (and observe) 
an asymptotic R °= Vt behavior developing from an initial R & t 
growth. It is easy to see that as the time exponent increases above the 
asymptotic 1/2 value the thick microlayer approximation improves. 
Hence conservative limits of the applicability of our model to our 
experiments may be obtained utilizing van Ouwerkerk's theory. 

Van Ouwerkerk has considered analytically the complete problem 
of microlayer heat transfer and evaporation taking into account 
conduction within the wall. Two parameters are important in affecting 
the accuracy of the thick microlayer approximation: MH~1/2 = 
(kspsc.Jk(peC£)1/2 and 2PrZ(,2. HereZj, is the growth constant of the 
microlayer thickness, 5(t), i.e., 6(t) = Z(,V2iv (ve is the kinematic 
viscosity of the liquid). The growth constant has been determined 
theoretically as Zb = 0.9. Based on his experimental results van Ou
werkerk recommends a value of Zb = 0.6. This is also supported by 
the values measured by Cooper and Lloyd (0.4-0.7) [17]. Fig. 3 of van 
Ouwerkerk can be utilized to precisely evaluate the limitations of the 
"thick microlayer" assumption for any particular set of conditions. 
Since this analysis was based on the asymptotic regime of heat 
transfer controlled growth the error would be overestimated by Fig. 
3 for cases with non-negligible inertial effects (i.e., t* < 10). As ex
pected the results of Fig. 3 also indicate that when MH~1/2 > 1 that 
the "thick microlayer" assumption will always cause an underesti
mation of the bubble growth rate. 

When the solid-liquid pair is such that MH~112 ~ 1 the "thick mi
crolayer" assumption causes negligible error. In many practical ap
plications, in fact, MH~l/2 is not much greater than 1, (i.e., 1.3 for 
n-heptane on Perspex, 3.3 for n-heptane or benzene on Pyrex, 4.2 for 
carbon tetrachloride on PYREX(/ For the present experiment 
MH"1'2 = 4.4 and Pr = 7. Even with a value of Zb = 0.5, as Fig. 3 in
dicates, the "thick microlayer" assumption is excellent, (i.e., less than 
7 percent error in bubble growth rate and less than 20 percent in 
microlayer evaporation rate). 
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Evaporation of the microlayer underlying a bubble during nucleate boiling heat transfer 
is experimentally investigated by boiling dichloromethane (methylene chloride) on an 
oxide coated glass surface using laser interferometry and high speed photography. The 
influence of system pressure (51.5 kN/m2—101.3 kN/m2) and heat flux (17 kW/m2—65 
kW/m2) upon the active site density, frequency of bubble emission, bubble departure ra
dius and the volume of the microlayer evaporated have been studied. The results of the 
present investigation indicate that the microlayer evaporation phenomenon is a signifi
cant heat transfer mechanism, especially at low pressure, since up to 40 percent of the 
total heat transport is accounted for by microlayer evaporation. This contribution to the 
overall heat transfer decreases with increasing system pressure and decreasing heat flux. 
The results obtained were used to support the model propounded by Hwang and Judd for 
predicting boiling heat flux incorporating microlayer evaporation, natural convection and 
transient thermal conduction mechanisms. 

Introduction 

In recent years, boiling heat transfer has achieved worldwide in
terest, primarily because of its application in nuclear reactors, jet 
aircraft engines and rockets. The heat transfer achieved by phase 
change is very high and as a consequence, boiling is used to cool de
vices requiring high heat transfer rates. 

Much research concerning nucleate boiling during the past several 
years has been conducted in order to determine the mechanisms as
sociated with bubble formation that are responsible for producing the 
high heat fluxes. In recent years, the mechanism known as microlayer 
evaporation, in which energy is transferred away from the heating 
surface into the bubbles by evaporation of a thin layer of superheated 
liquid underneath them, has assumed prominence as one possible 
explanation of nucleate boiling heat transfer. Snyder and Edwards 
[l]1 were the first to suggest that evaporation might occur at the base 
of a bubble from a thin liquid film or "microlayer" left on the surface 
during bubble formation. Rapid evaporation from the base would have 
the effect of drawing large amounts of heat directly out of the boiling 
surface during bubble growth. The temperature of the surface un
derneath such a film would be expected to drop significantly after 
evaporation had begun. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
20,1977 

Moore and Mesler [2] investigated boiling on a thermocouple which 
could measure the average temperature within a small local area and 
had a microsecond response time. During nucleate boiling, these au
thors observed that the surface temperature fluctuated with time. The 
fluctuation was such that periodically the surface temperature would 
drop rapidly and then return to its previous level. Moore and Mesler 
did not know whether these drops occurred with the same frequency 
as bubble formation, nor did they have any indication of when the 
temperature drops began with respect to bubble growth. However, 
the rapidity of cooling immediately suggested an evaporation phe
nomenon and gave support to Snyder and Edwards's hypothesis. 

The first indirect evidence of the microlayer was obtained by 
Hendricks and Sharp [3], who used high speed photographic data 
correlated with the surface temperature-time profiles underneath 
large discrete bubbles in order to determine when the local fluctuation 
of surface temperature occurred in the bubble growth and departure 
cycle. The results of their experiment indicated that the rapid tem
perature decrease was associated with bubble growth, which suggested 
that the rapid temperature decrease was due to microlayer evapora
tion rather than surface quenching. 

Sharp [4] reported two experiments involving direct observation 
of the microlayer by two different optical techniques involving in
terference of monochromatic light and reflection of polarized light 
examined through a flat plate over the growing bubbles. As a result 
of these experiments, the microlayer was proven to exist. 

Cooper and Lloyd [5] continued the work using high speed pho
tography synchronized with the output of several rapidly responding 
surface thermometers located on the surface of a glass plate during 
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the growth and departure of individual vapor bubbles of toluene in 
pool boiling at low pressure. The results obtained lent support to the 
microlayer theory of boiling heat transfer. Furthermore, these authors 
discussed the hydrodynamics of formation of the microlayer and the 
effect of evaporation of the microlayer upon the growth of the bub
bles. 

Further direct measurements of the microlayer thickness were 
obtained by Jawurek [6] who used an optical technique which per
mitted the simultaneous determination of microlayer geometry and 
the bubble profile in nucleate boiling. 

The purpose of the present investigation is to present an experi
mental study on the influence of system pressure and heat flux upon 
the microlayer evaporation phenomenon and its relative significance 
and contribution to the total heat transfer rate, using interferometiy 
and high speed photography. 

E x p e r i m e n t a l I n v e s t i g a t i o n 
Similar to the investigation reported by Voutsinos and Judd [7] and 

Hwang and Judd [8], dichloromethane (methylene chloride) was 
boiled on a borosilicate glass heating surface coated with a half wave 
length thickness of stannic oxide which conducted electric current 
and generated heat, causing the liquid to boil. Detailed description 
of the experimental apparatus assembled to carry out this investi
gation can be found in reference [9]. 

A sectional view of the test assembly is shown in Fig. 1. The test 
assembly was comprised of a piece of stainless steel pipe closed by a 
base plate and cover plate resting on gaskets. A glass specimen heating 
surface was arranged within the test assembly in the base plate of the 
vessel. The oxide coating on the heating surface was in contact with 
the dichloromethane where the boiling took place. The test vessel was 
partially filled with one litre of dichloromethane so that the level of 
liquid was located 25 mm above the heating surface. The same charge 
of dichloromethane was used throughout the whole test period. 

The research investigation requirements dictated that system 
pressure should be varied. The required levels of system pressure were 
obtained by evacuating the test vessel with a vacuum pump whose 
pressure could be controlled by a manually adjusted needle valve 
bleeding atmospheric air. Transfer of vapor from the test vessel to the 
vacuum pump was minimized by the use of a suitably located reflux 
condenser. 

The two temperature measurements required were the bulk liquid 
temperature and the heating surface temperature. The sensing 
junction of the thermocouple used to measure the heating surface 
.temperature was epoxied on the underside of the heating surface, and, 
based upon appropriate calculations, it was assumed that the tem
perature measured represented the heating surface temperature. The 
output signal of this thermocouple was directed to a recorder so that 
the temperature could be recorded during the test period and a time 
average could be obtained. The sensing junction of each of the three 
thermocouples used to measure the bulk liquid temperature was lo
cated at a different level in the bulk liquid. The output signals of these 
thermocouples were averaged to obtain a representative measure
ment. The approximate locations of the thermocouples measuring 
the heating surface temperature and the bulk liquid temperature are 
indicated in Fig. 1 by the symbols Tw and T„, respectively. 

TIE DOWN BOLTS 

-INSULATOR GASKET 

VESSEL 

SIGHT T 

0 RING 

HEATER II 
SURFACE CLAMP 

WINDOW 

Fig. 1 Test assembly 

At the commencement of each test, the cooling water valve con
trolling the flow to the condenser was fully opened. The barometric 
pressure was measured and the vacuum pressure desired was calcu
lated using the vapor pressure curve for dichloromethane. Then the 
vacuum pump was started and the pressure inside the test vessel was 
reduced to the desired value by manual operation of the pressure 
control valve. The direct current power supply was adjusted until the 
potential level desired was achieved. At the same time, the powei 
input to the heating coil was adjusted so that the bulk temperature 
attained the saturation temperature according to the pressure es
tablished. 

During the period of time in which steady state boiling conditions 
were being established, the camera was loaded with film, the camere 
power supply was adjusted to give the required framing rate and the 
timing mark generator was switched on. Finally, the surface heating 
power dissipation was measured. The attainment of thermal equi-

„Nomenc la ture» 

AT = heating surface area 
C = fluid specific heat 
Co = constant in equation (1) 
Ci = constant in equation (4) 
Cz = constant in equation (8) 
/ = frequency of bubble emission 
hfg = latent heat 
ke = fluid thermal conductivity 
K = constant for area of influence relation

ship 
N/AT = active site density 
^sat = system pressure 
Qm/Ar - measured heat flux 
QME/AT = microlayer evaporation heat 

flux 
QNB/AT = nucleate boiling heat flux 
QNC/AT = natural convection heat flux 
1P/AT = predicted heat flux 

Rb = bubble departure radius 
t = time 
T — temperature 
Tw = wall temperature 
Tsat = saturation temperature 
T» = bulk temperature 
VME - volume of microlayer evaporated 
ae = fluid thermal diffusivity 
pe = fluid density 
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librium was indicated when the heating surface thermocouple output 
remained invariant within ±0.5°C and when the manometer mea
suring the system pressure appeared visually unchanged. When these 
conditions were fulfilled, the bulk temperature was measured and the 
high speed camera was activated. 

It was found that the best framing rate for the high speed camera 
was 3900 frames per second which gave the clearest pictures. Lower 
speed led to unclear interference fringes, especially at high pressures, 
due to the rapid microlayer evaporation. Higher speed gave clear 
pictures, but the period of time available to record the phenomenon 
was not sufficient for the analysis of bubble formation and departure. 
For each value of system pressure, the heat flux was changed in six 
increments starting from the highest value down to the lowest. Each 
film obtained for the nucleate boiling tests (4 system pressure levels 
by 3 levels of heat flux) was later analyzed to determine the active 
nucleation site density, the frequency of vapour bubble emission, the 
bubble departure radius and the volume of microlayer evaporated. 

T a b l e 1 D a t a o r g a n i z a t i o n for p h o t o g r a p h i c tes t s 
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Fig. 2 Boiling characteristic curve 

B e s u l t s a n d D i s c u s s i o n 
The results obtained for dichloromethane boiling on a glass heating 

surface at a pressure of one atmosphere and lower show that the de
crease in system pressure gives a higher superheat AT s u p for a given 
heat flux qm/Ar, as seen in Fig. 2. 

The natural convection heat transfer relationship was found to 
follow: 

qNC/AT = C0 (Tw - Taat)"/3 (1) 

where the constant CG varied with the system pressure. The value of 
C0 at P s a t = 51.5 kN/m2 (approximately one half atmosphere) is equal 
to 184, which is exactly the same value given by Hwang and Judd [8]. 
The value of CD increases with increasing system pressure. 

The relationship between the nucleate boiling heat flux qm/Ar and 
the superheat AT s u p can be expressed as: 

/ATa ATS, (2) 

The value of n a t P s a t = 101.3 kN/m2 (atmospheric pressure) is equal 
to 7.5, and it increases with decreasing system pressure. 

The results presented in Fig. 3 relating to the active site density 
N/AT demonstrate the influence of heat flux and system pressure 
upon this parameter. It can be seen that increasing the heat flux causes 
an increase in the site density to facilitate the transfer of additional 
heat. Moreover, the curves shown in this figure seem to be parallel 
with a slope of about m = 0.58 which more or less agrees with the 
correlations which advocate that the heat flux is proportional to the 
square root of the active site density. 

Three active site density correlations are presented for comparison 
with the results of the present investigation, including the correlation 
of Hwang and Judd [8] for dichloromethane boiling at 51.5 kN/m2, 
Kirby and Westwater [10] for carbon tetrachloride boiling at 101.3 
kN/m2, and Judd [11] for Freon 113 boiling at 155.9 kN/m2. All three 
of these correlations were based upon results obtained by photo
graphing the boiling phenomenon through a glass heating surface. The 
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difference between the correlation for dichloromethane boiling at 51.5 
kN/m2 obtained in the present investigation and that obtained by 
Judd and Hwang is most likely the result of differences in the glass 
heating surfaces used. 

The influence of heat flux and system pressure upon the frequency 
of bubble emission / is presented in Fig. 4. The curves presented show 
that the frequency of bubble emission varies directly with heat flux 
and that bubble frequency increases with pressure until a maximum 
value has been obtained after which bubble frequency decreases. 

In terms of average values, the bubble flux density * was calculated 
from the active site density and bubble frequency by the relation
ship: 

I" Bubble Flux", 

L Density j 
(*); [Active Site 

Density ]® -_ r B u b b i e i ,-f) 
L FrequencyJ 

(3) 

From Fig. 5 it can be seen that increasing the heat flux and system 
pressure increases the bubble flux density. The bubble flux density 
agrees very well with the results of Hwang and Judd [8] as shown in 
the same figure. 

The effect of heat flux and system pressure upon the maximum 
bubble radius flj, is presented in Fig. 6, which shows that increasing 
the heat flux decreases the maximum bubble radius. This finding 
agrees with the results presented by Hwang and Judd [8]. Although 
at each level of heat flux various bubble sizes were observed, the av
erage bubble size changed significantly with heat flux. 

The average volume of microlayer evaporated VME was obtained 
by averaging the results for a number of bubbles selected from each 
of the active sites on the boiling surface within the field of view ofthe 
high speed camera. The volume of the microlayer evaporated VME 
depends upon the initial microlayer thickness and the bubble de
parture radius. Since both of these parameters decrease with in
creasing heat flux and system pressure, it is not unreasonable to ob
serve that an increase in heat flux and system pressure leads to a de
crease in volume ofthe microlayer evaporated as indicated in Fig. 7. 
The results of the present investigation at P s a t = 51.5 kN/m2 were 
compared with those presented by Hwang and Judd [8] and Voutsinos 
and Judd [7] in Fig. 7 as well. The comparison shows little difference 
between the results, presumably because the way in which the analysis 

HEAT FLUX - f l ^ l 

Fig. 4 Bubble frequency results 

was performed yielded comparable values. 
In the determination of bubble emission frequency, bubble flux 

density, maximum bubble radius and volume of microlayer evapo
rated, it is necessary to consider many individual bubbles originating 
from numerous active nucleation sites located within the field of view 
of the high speed camera. Consequently, averages must be used to 
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Fig. 6 Bubble departure radius results 
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Fig. 8 Microlayer evaporation heat transfer results 

represent these parameters, particularly since considerable variation 
is frequently observed within the data sample. Although it is not ap
propriate to discuss the variability of the results used in the deter
mination of the values plotted in the preceding graphs because of 
space limitations, this matter has been investigated and reported in 
reference [9]. 

The rate of heat transfer by microlayer evaporation QME/AT, ob
tained by multiplying the average energy transferred per bubble due 
to microlayer evaporation pehfs VME by the bubble flux density 4> can 
be computed by the relationship: 

- - N -
QME/AT = PihfgVME * = pehfgVME~-f • 

AT 

CIVME* (4) 

where C\ = pehfg is a fluid property constant. The results predicted 
by equation (4) are plotted in Fig. 8 as a function of the measured heat 
flux and system pressure. 

From equation (4) it is obvious that the microlayer heat transfer 
depends upon the fluid properties, the average volume of the micro-
layer evaporated and the bubble flux density. All these parameters 
are functions of both the system pressure and the heat flux. At con
stant pressure (Ci = constant), the average volume of the microlayer 
evaporated decreases and the bubble flux density increases with in
creasing heat flux. From the results obtained, the increase in the 
bubble flux density is much greater than the decrease in the average 
volume of microlayer evaporated so that VME$ appears to increase 
with increasing heat flux. 

The effect of system pressure upon microlayer heat transfer de
pends upon how much each of the parameters on the right hand side 
of equation (4) varies with pressure. The bubble flux density <I> in
creases with increasing system pressure. On the other hand, the fluid 
density pe, the latent heat h/e and the average volume of microlayer 
evaporated VME decrease with increasing system pressure. The re
duction of the average energy transferred per bubble due to microlayer 
evaporation pehfgVME is greater than the increase in the bubble flux 
density 4>, so that the energy transferred by the microlayer evapora
tion QMEIAT decreases with the increase of system pressure. 

The microlayer evaporation phenomenon is definitely a significant 
heat transfer mechanism at atmospheric pressure and may be sig
nificant at pressures above atmospheric pressure depending upon the 
heat flux. The percentage values obtained by the present results range 
up to 40 percent of the measured heat flux. Such high percentages give 
support to the microlayer evaporation phenomenon as an important 
heat transfer mechanism. This importance, however, decreases with 
increasing system pressure and decreasing heat flux. 

Heat Transfer Considerations 
Although there are many models proposed to explain the nucleate 

boiling phenomenon, none of these models can adequately predict 
nucleate boiling heat transfer under all the parameters of heat flux, 
subcooling and pressure for different combinations of surface and 
fluid conditions. Also, in the models which exist in the literature, little 
attention has been given to the existence of microlayer evaporation 
heat transfer mechanism as a significant contributor to the total heat 
transfer. The boiling heat transfer model which is discussed below 
is that proposed by Hwang and Judd [8]. This proposed model gives 
an indication of the significance of the microlayer heat transfer to the 
total boiling heat transfer process at various levels of heat flux and 
system pressure. 

Hwang and Judd considered the predicted heat flux qp/AT to be 
comprised of three components, microlayer evaporation QME/AT, 
transient conduction to the superheated layer (nucleate boiling) 
QNB/AT and natural convection quel AT- The natural convection 
component occurs in the regions uninvolved in bubble nucleation, 
whereas the microlayer evaporation component as well as the tran
sient conduction to the superheated layer component occur in the 
same region of influence. However, the heat transfer associated with 
the displacement of the superheated layer occurs in the departure 
period, whereas the heat transfer associated with microlayer evapo
ration occurs in the growth period, and so the two mechanisms com
plement each other. 
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The natural convection component qNc/A-r can be predicted by 
multiplying the heat transfer by the natural convection q^c/ANC 
expressed by equation (1) by a ratio representing the portion of the 
surface not involved in nucleate boiling and microiayer evaporation 
[l-K7ri?6

2(iV/AT)]sothat: 

g N c M T = ( ^ £ ) ( ^ ) = C 0 ( T , „ 
\ANC' \ AT ' 

T s a t ) 4 / 3 I1-**'®] 
(5) 

The transient conduction to the superheated layer (nucleate boil
ing) component is obtained by multiplying the average heat flux re
sulting from the extraction of energy from the heating surface to form 
the superheated layer (q/A)av by a ratio representing the portion of 
the surface involved in the nucleate boiling and microiayer evapora
tion KirRb2(N/A'r)- Assuming only pure conduction in the liquid in 
the area of influence, this part of the problem is modeled as conduc
tion to semi-infinite body (the liquid here) with a step change in 
temperature (AT = Tw — T8at) at the surface. From any conduction 
text the solution for this case is given: 

q/A=-
ke&T 

(6) 
v Tiagt 

The superheated layer is replaced with a frequency / where / is the 
frequency of bubble emission. Hence, the average heat flux over the 
area of influence would be: 

q/Adt = 2kf,ATy~ 
0 TT 

f__ 
ae 

(7) 

The nucleate boiling component qua/AT will be predicted by: 

KwRb
2 

qNB/AT = (q/A)au 

• 2 V^JcWeKRb2 VT(Y) {TW ~ 

= C2KRbWf(j-) (Tw-Tsat) 

)] 
TBi 

(8) 

where C2 = 2 V-irpfC'tke is a fluid property constant which is pri
marily dependent upon temperature and only slightly dependent 
upon pressure. 

In each of the equations representing the components qNc/AT and 
QNB/AT, K is a parameter greater than unity relating the area of in
fluence around a nucleation site from which energy is transported by 
nucleate boiling to the projected bubble area at departure. If the entire 
energy content within an area of influence twice the departure di
ameter were transported by the departing bubble as claimed by Han 
and Griffith [12], then the value of K would be four. This could be 
considered to be the upper limit of K. However, it should not be ex
pected that the whole energy content within the area of influence 
would be transported by the departure of bubble. The value of K 
which best fits the present experimental results was K = 1.8. 

Summing equations (4), (5) and (8) yields the relationship: 

qp/AT = C0(TU, ,t)4/3 [ l - W ( I ; ) J 
+ C1VME<S> + CiKRl ' • < : \ * W *- Si (9) 

All the parameters have been obtained by experimental measure
ments. Fig. 9 presents the verification of equation (9) above using the 
measurements reported in the previous section for the value of K = 
1.8. The various dashed lines seen in the figure serve to indicate the 
contributions of microiayer evaporation, natural convection and 
nucleate boiling at each level of heat flux and system pressure, whereas 
the heavy solid line represents the contribution of all three mecha
nisms. At each level of system pressure, the sum of the three compo
nents representing the predicted heat flux qp/AT closely approaches 
the measured heat flux qm/AT with a discrepancy of the order of ±15 
percent. This agreement does not necessarily establish the general 
validity of the model, since K is an empirical constant. However, it 

-INCIPIENT HEAT 

FLUX 

^ N U C L E A T E / < / 

_ BOILING ri'./y 

^9 ,7 

Fig. 9 Verification o! heat transfer model. Symbols correspond to the levels 
of pressure identified in the preceding graphs. The open symbols represent 
the contribution of microiayer evaporation, the half darkened symbols rep
resent the contribution of microiayer evaporation and natural convection, and 
the fully darkened symbols represent the contribution of microiayer evapo
ration, natural convection and nucleate boiling. 

has been demonstrated that in the range of parameters investigated, 
microiayer evaporation heat transfer is an essential component of the 
overall heat transfer phenomenon. 

C o n c l u s i o n s 

The results obtained through this research work can be summarized 
as follows: 

1 The investigation presents a set of measurements for saturate) 1 
nucleate boiling of dichloromethane (methylene chloride) on an oxid-1 

coated glass heating surface for various combinations of heat flux 
varying from 17 kW/mz to 65 kW/m2 and system pressure varyini: 
from 51.5 kN/m2 to 101.3 kN/m2. 

2 The calculated results showed that the microiayer evaporation 
phenomenon is definitely a significant heat transfer mechanism, 
especially at lower pressure, since it contributed up to 40 percent oi 
the measured heat flux. The importance of microiayer evaporation 
decreases with increasing system pressure, and it is expected that ai 
somewhat higher pressures than those investigated in the presen1 

study the contribution of microiayer evaporation will become entirely 
insignificant at all levels of heat flux. Consequently, the microiayer 
evaporation phenomenon is unlikely to be of any consequence in de 
vices such as pressurized boiling water reactors. 

3 The model for predicting the nucleate boiling heat flux proposed 
by Hwang and Judd was evaluated by the present measurements. The 
results of this analysis indicated that the experimental data were in 
agreement with the proposed model. 
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Spatial Distribution of Active Sites 
and Hubble Flux Density 
An experimental investigation is presented concerning the boiling of water at atmospher
ic pressure on a single copper surface in which the spatial distribution of active nucleation 
sites was investigated at different levels of heat flux and subcooling. The results obtained 
indicated that the active sites were located randomly on the heating surface, since the dis
tribution of active sites followed the Poisson relationship. Changes in heat flux and sub
cooling did not affect the distribution of active nucleation sites although additional active 
sites formed among the sites which had already been activated when heat flux was in
creased. The frequency of vapor bubble emission and the bubble flux density have been 
studied as well. The results obtained showed that the heat flux had a great effect on the 
vapor bubble emission frequency although the influence of subcooling was of lesser signifi
cance. However, the bubble flux density was found to be non-uniformly distributed over 
the heating surface contrary to what had been expected. 

Introduction 

In the last few years, interest in boiling heat transfer has initiated 
considerable research in order to study the mechanism of boiling heat 
transfer and to mett the design requirements of devices such as nu
clear power plant reactors. Many different aspects of boiling heat 
transfer have been investigated, but one feature which has not re
ceived sufficient attention to the present time is the role of the surface 
in nucleate boiling. It is known that when the surface temperature 
exceeds the saturation temperature of the liquid sufficiently, vapor 
bubbles will form at specific locations on the heating surface termed 
"nucleation sites" which are pits, scratches, and grooves that have the 
ability to trap vapor. The heating surface contains many such po
tentially active nucleation sites that have trapped small amounts of 
vapor which are not necessarily active nucleation sites. According to 
the heat flux applied, a number of potentially active nucleation sites 
will be active and the number of active nucleation sites will increase 
as the heat flux increases until the entire surface becomes "vapor 
blanketted" at high rates of heat flux. However, the mechanism de
termining the manner in which potentially active nucleation sites 
become active under specified operating conditions is not understood 
very well. It is to this end that the research reported herein is directed 
in an attempt to relate the spatial distribution of active nucleation 
sites to heat flux, superheat, and subcooling for boiling on a single 
heating surface. 

Jakob f 1 ] ' was the first to demonstrate that the rate of heat transfer 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
31, 1977. 

was dependent upon the surface roughness. Corty and Foust [2] ob
tained results which showed that both the slope and position of the 
boiling curve changed with changes in surface roughness. Kurihara 
and Myers [3] studied boiling with different surface finishes and found 
that the number of active nucleation sites increased with increased 
roughness. Hsu and Schmidt [4] also showed that heat transfer in
creased with increasing surface roughness for a polished stainless steel 
surface. Berenson [5] investigated the effect of surface roughness using 
different surface materials prepared by lapping and by emery paper. 
The results which he obtained indicated that heat transfer was greater 
in the case of the lapped surface than in the case of the emery paper 
finished surface. Thus, heat transfer decreased with an apparent in
crease in surface roughness, contrary to the findings of the previous 
investigators. 

Vachon, Tanger, Davis and Nix [6] studied pool boiling on polished 
and chemically etched stainless steel surfaces with a variety of dif
ferent surface roughnesses at atmospheric pressure using distilled 
water, and came to the same conclusion as Berenson [5], that is, that 
an increase in roughness does not necessarily mean an increase in heat 
transfer. Shoukri and Judd [7] studied pool boiling of distilled, de
gassed water at atmospheric pressure on a single copper surface with 
different surface finishes, and showed that decreasing surface 
roughness shifted the boiling curve to higher superheat for the same 
heat flux. Nishikawa [8] observed the formation of bubbles from a 
horizontal surface and observed a greater number of bubble columns 
on a rough surface than on a smooth one. 

From this survey of the effect of surface condition on nucleate 
boiling, it may be concluded that surface roughness cannot be used 
in the characterization of boiling surfaces because such a measurement-
represents the macroroughness of the surface which is only related 
to the distribution of active cavities in a very indirect manner. How
ever, surface roughness measurements may be useful for comparison 
purposes when using the same technique for the preparation of boiling 

58 / VOL 100, FEBRUARY 1978 Transactions of the ASME 
Copyright © 1978 by ASME

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



surfaces from the same material. 
In 1960, Gaertner and Westwater [9] reported a method to deter

mine the distribution of active nucleation sites. The method was based 
on an electroplating phenomena by which an impressed current re
sulted in a nickel film being plated on the surface. This technique 
identified the location of the active sites since, during the electro
plating, vapor bubbles originating at the active nucleation sites would 
push the plating solution away from the surface so that very little 
metal could be plated at that location. High contrast photographs 
were taken of the plated surface to permit counting of the pinholes 
representing the active sites. 

In 1967, Heled and Orell [10] proposed another technique which 
greatly facilitated the identification and location of active sites. This 
technique was based on the observation of scale deposits which formed 
on a surface first polished to a high degree and then electroplated with 
either chrome or nickel. The tap water or distilled water which was 
boiled contained soluble salts which formed ring shaped deposits 
during nucleate boiling. 

In 1970, Yoshihiro Iida and Kiyosi Kobayasi [11] experimentally 
determined the active site density, the distribution of time average 
void fraction in three boiling regimes, and the thickness of super
heated liquid layer on a single horizontal heating surface in saturated 
pool boiling of water by the use of an electric probe. Yoshihiro, et al. 
[11] obtained good agreement between the active site density results 
and the results obtained by Gaertner, et al. [9], and presented a dis
tribution map of void fraction in a vertical plane which showed that 
the domain of high void fraction lies above the superheated liquid 
layer. 

In 1974, Nail, Vachon and Morehouse [12] studied pool boiling on 
a cold rolled stainless steel test specimen. Power was controlled so that 
the first 12 to 20 bubbles formed on the surface remained on the 
surface sufficiently long to allow a bubble locator to be positioned over 
the center of origin of the selected bubbles. The positions of all the 
centers were recorded, thus enabling the distribution of active nu
cleation sites to be determined. 

In the present investigation, which was carried out at low heat flux 
levels in the isolated bubble regime, an electrical resistance probe 
technique was used to study the distribution of active nucleation sites 
and to measure the frequency of bubble emission at each site as will 
be explained below. This technique proved quite satisfactory, except 
that it was not possible to obtain active nucleation site distributions 
when the active site density was extremely large, since the probe could 
not easily distinguish active nucleation sites when the distance be
tween sites decreased to the order of one bubble diameter. However, 
for those conditions which permitted the resistance probe technique 
to be used, the nature of the technique was such that the number of 
bubbles emitted per unit area per unit time, termed the "bubble flux 
density," could be determined as well. 

It is desirable to know how the bubble flux density varies over a 
heating surface in order to understand the mechanism of nucleate 
boiling heat transfer. The fact that very little bubble flux density data 
exists may be due to the fact that knowledge of the frequency of vapor 
bubble emission is not well established. Voutsinos [13] studied the 
influence of heat flux and subcooling upon the bubble flux density. 
For dichloromethane boiling on a glass surface, Voutsinos showed that 
the bubble flux density increases with increasing heat flux and de
creases with increasing subcooling. More recently, Judd and Hwang 
[14] studied the influence of heat flux and subcooling on the bubble 

flux density as well. For the same surface/fluid combination, Hwang 
and Judd obtained results in agreement with the effect of heat flux 
but contrary to the effect of subcooling when the results obtained were 
compared with those obtained by Voutsinos [13], The different sub
cooling effect may be due to different methods of computing the av
erage frequency of vapor bubble emission, or due to different surface 
characteristics. In addition to the study of spatial distribution of active 
nucleation sites described above, the frequency of vapor bubble 
emission and the spatial distribution of bubble flux density over the 
heating surface are reported in the research described herein. 

Experimental Apparatus And Procedure 
At the commencement of the research, an experimental apparatus 

constructed by Wiebe [15] in 1970 to measure temperature profiles 
near the heating surface already existed. However, the operating 
criteria for the present investigation were considerably changed from 
the previous requirements and consequently the apparatus described 
below is essentially a modified design. 

A sectional view of the complete boiler assembly is presented in Fig. 
1. The vessel was made from schedule 40 stainless steel pipe. Two 
stainless steel flanges were welded on the outside diameter at both 
ends of the pipe and a stainless steel cover plate was attached to the 
flange at the top of the vessel with eight cap screws which compressed 
a rubber gasket between the flange and the cover plate. Two circular 
sight glass windows were located diametrically opposite at a level 
which permitted observation of the bubbles at the probe location. The 
heater block was made from a copper cylinder. Thirteen cartridge 

f T T f e ^ a - ^ j - - 1 - ^ 
VESSEL 

BULK LIQUID THERMOCOUPLE' 

BUBBLE PROBE 

GUARD HEATER 

-CONDENSER COIL 

PLATE SPACER 

SU9COOUN0 COILS 

VERMICULITE 

FIBER GLASS 

INSULATION 

Fig. 1 Section of boiler vessel 

-Nomenclature-

A = heating surface area 
a = local surface area 
Q/A= heat flux 
T-, = bulk liquid temperature 
Tw = heating surface temperature 

Ts = liquid saturation temperature 
N/A = active site density 
Na = actual population of active sites in local 

area " a " 
Na = expected population of active sites in 

local area "a" 

P(Na) = probability that a random local area 
"a" has a population "Na" 

Z/Va = number of local areas having a popu
lation "Na" 

f = surface average vapor bubble frequency 
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heaters were installed in symmetrically located holes in the base of 
the heater block. A stainless steel skirt was brazed flush with the top 
of the copper block to provide a continuous extension of the boiling 
surface. The boiling surface was machine-finished after the skirt was 
brazed before the heater block assembly was installed in the vessel. 
The heating surface was initially prepared with a fine slow speed lathe 
cut. In final finishing, the heater block assembly was rotated at a 
higher speed in the lathe chuck and the heating surface was polished 
using a group of "Diamond Grit" papers with numbers 200, 400, 600, 
respectively. The root mean square surface roughness was measured 
in ten different directions by means of a Talysurf profilometer, giving 
a 10 ix in. average value of mean square roughness for the heating 
surface. 

The present investigation required that the subcooling in the bulk 
liquid be varied. This condition was satisfied by the use of a single pass 
heat exchanger comprised of eight stainless steel tubes, semi-circular 
in shape, brazed between two stainless steel pipes and located ap
proximately 25 mm above the skirt to provide the bulk subcooling. 
To condense the vapor which formed at the free surface of water, a 
single pass vapor condenser comprised of two stainless steel tubes 
arranged in a semi-circular form between two stainless steel pipes was 
positioned approximately 25 mm below the cover plate. The cooling 
water flow rate through the heat exchanger and vapor condenser was 
controlled by the use of needle valves. 

An X - Y stage provided with two micrometers capable of reading 
±2.54 X 10 - 3 mm was fixed to the cover plate on four supports. The 
stage provided a controlled and accurate travel of the bubble probe 
in two normal directions. The bubble probe depicted in Fig. 1 was 
mounted on an adjustable support to control the vertical distance 
between the probe tip and the heating surface. This distance was 
approximately 0.2 mm in the lower and intermediate heat flux cases 
and 0.1 mm in the higher heat flux case and was chosen to optimize 
the strength of the signal observed on the oscilloscope screen. 

Reference [16] reported that electrical probes are widely used for 
obtaining information on the flow structure in two-phase gas-liquid 
flows. It was claimed that conductance probes, which depend for their 
operation on the fact that the electrical conductivity of a two phase 
mixture is strongly dependent on the phase distribution, can be used 
for flow regime detection, void fraction measurement, bubble and 
drop size determination and film thickness measurement. This con
cept was used in the present investigation to determine the locations 
of the active sites on the heating surface and also the frequency of 
vapor bubble emission. 

The conductance probe output voltage gave an indication of the 
conductance of the water or the vapor between the bubble detection 
probe and the heating surface. Fig. 2(a) which represents the probe 
response at some considerable distance from the nucleation site, shows 
that there was a bridge of water between the bubble detection probe 
and the heating surface since the signal was invariant during the 
sampling period. The conductance of the medium within the probe 
tip-heating surface gap decreases whenever vapor is generated and 
thus the output voltage signal decreases intermittently. Fig. 2(b) 
shows the probe response at a horizontal distance of approximately 
0.25 mm from the nucleation site where the signal shown in Fig. 2(c) 
was obtained. The observation of "strong" fluctuations indicated the 
location of the active site. These fluctuations also made possible the 
computation of frequency of vapor bubble emission. 

The heat flux was obtained in the present investigation by two 
methods. The first method considered the rate of heat transfer in the 
neck of the heater block to be determined by one-dimensional heat 
conduction. The second method obtained the rate of heat flux by 
accounting for the total heat loss from the system to the surroundings, 
which was subtracted from the total electric heat input to the system. 
The greatest difference was 2.37 percent, which is most likely due to 
the assumption of one-dimensional heat conduction in the first 
method. The second method values were used to represent the value 
of the rate of heat transfer throughout. 

The vessel was filled to a depth of approximately 150 mm with 
deionized distilled water containing 0.1 gm of salt/litre. Then the 
X—y stage was manipulated to move the bubble probe in different 
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Fig. 2 Influence of probe displacement from nucleation site 

directions to check that there was no contact between the probe and 
the heating surface, after which the copper block heaters and guard 
heaters were turned on. A copper block heater setting of approxi
mately 475 kW/m2 was established to heat up the boiler assembly 
quickly. A heat up time of approximately two hours was allowed to 
elapse in order to achieve steady state conditions and to ensure that 
the nucleation sites were properly activated at the beginning of each 
test, after which the heat input was reduced to the desired level; two 
hours were required for the system to regain steady state whenever 
any change in heat flux or subcooling took place. The readings of all 
the thermocouples were displayed by means of a recording potenti
ometer, and, in addition, the thermocouple signals were measured 
individually by means of a manually balanced potentiometer. All the 
thermocouple locations were identified in reference [17]. 

The X—Y stage was adjusted to place the bubble detection probe 
in the zero reference position. The Y micrometer was fixed at its zero 
reference position and the X micrometer was moved very slowly until 
a significant deflection in the voltage appeared on the oscilloscope 
screen. Then X and Y micrometers were moved very small increments 
in both directions until a strong signal appeared. The reading of X 
and y micrometer was recorded on a data sheet and the location so 
identified was deemed to represent the position of the particular ac
tive site. 

Each deflection of the oscilloscope beam represented a bubble 
emitted at that time and consequently the number of deflections 
observed on the oscilloscope screen over a fixed time interval could 
be interpreted as the bubble emission frequency. Ten readings of the 
signal from each active site were taken and averaged to obtain the 
bubble emission frequency at that site. Afterward, the Y micrometer 
was returned to its original setting and the X micrometer was moved 
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once again. The same procedure described above was continued 
through a 25.4 mm scan. Afterward the Y micrometer was moved 
0.635 mm and the X micrometer was moved through another 25.4 mm 
scan. These steps were repeated through a 25.4 mm scan in the Y di
rection. At the conclusion of the scanning procedure, an area 25.4 mm 
X 25.4 mm square had been examined by the bubble detection probe 
and the locations of all the active sites detected had been recorded. 
At the end of the test, all the thermocouple signals were measured 
once again using the manually balanced potentiometer. The ambient 
temperature was measured using a mercury in glass thermometer and 
a reading of the barometric pressure was obtained in order to compute 
the saturation temperature of the water corresponding to the atmo
spheric pressure. 

An error analysis associated with the experimental work is pre
sented in reference [17]. 

Results and Discussion 
The characteristic boiling curve represents the relationship between 

the wall superheat (T,„ - T„) and the heat flux Q/A. Previous inves
tigations of the effect of surface condition on the surface superheat 
have shown that it is not possible to predict whether roughening a 
surface will produce smaller or larger values of superheat for the same 
rate of heat flux as discussed previously. Not only might the position 
of the boiling curve change with the change of surface roughness, but 
the slope of the boiling curve might change as well. Consequently, it 
is important to know the heat flux/superheat relationship for each 
surface/fluid combination. Fig. 3 shows the characteristic boiling curve 
for the present study. The experimental data obtained by Wiebe [15] 
and Gaertner [18] were plotted on the same graph to compare with 
the results of the present work. Subcooling has a slight effect on the 
superheat at constant heat flux as illustrated in Fig. 4. Increasing 
subcooling first causes the superheat to increase slightly and then 
causes the superheat to decrease. The value of subcooling corre
sponding to the maximum value of superheat increases with increasing 
heat flux. This type of behavior is in qualitative agreement with the 
observations of Wiebe [15] and Judd [19]. 

Fig. 5 presents the distribution of the active nucleation site popu
lation over the heating surface for test S I . The distribution of active 

sites within a 25 square array and a 100 square array can be seen at 
a glance. Fig. 6 presents the distribution of bubble flux density within 
the same 100 square array. In accordance with the practice followed 
in the present study, the bubbles forming at an active site on a grid 
line were considered to originate within the right hand sector. For 
instance, one active site lies on the line X = 0.8 between Y = 0.8 and 
Y = 0.9; the bubbles originating from this active site were considered 
to originate in the sector 0.8 X 0.8. 

The active site density observed in the present investigation for the 
three levels of heat flux were plotted on the same graph with the data 
which had been observed by Kurihara and Myers [3] and Westwater 
and Gaertner [9] as shown in Fig. 7 for the sake of comparison. The 
present results indicate that the active site density observed increases 
with the increase of heat flux in the same manner as that observed by 
Kurihara and Myers and Westwater and Gaertner. The present re
sults indicate a greater value of active site density than the comparable 
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results for the three different levels of heat flux which may be due to 
a difference in the heating surface microroughness. The results of the 
present investigation in Fig. 8 indicate that subcooling has much less 
influence on active site density than heat flux. There are no compa
rable results known for the water/copper combination which would 
enable the observed variation in the active site density to be corrob-
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Fig. 8 Variation of active site density with bulk subcooling 

orated, but some similar work has been done by Judd [19] with the 
Freon 113 glass/surface combination which has the same trend as the 
present investigation. 

Any study of the boiling heat transfer process occurring on a heating 
surface should involve the spatial distribution of the local active site 
population in order to properly account for the mechanisms of boiling 
heat transfer. Many natural processes involving spatial distributions 
are described by the Poisson equation 

P(X)> 
-UJJX 

X\ 
(1) 

where 

P(X) = probability of event X occurring 
U = expected value of event X 

Only one study exists which treats the distribution of active sites 
on the heating surface. Gaertner [20] determined that for three dif
ferent levels of heat flux, the spatial distribution of the local active 
site population followed the Poisson distribution. The implication 
of the agreement found between the data and the Poisson distribution 
is that the active sites were distributed randomly on the heating 
surface. 

The spatial distribution of the active sites on the heating surface 
has been studied in the present investigation at three different heat 
flux levels and various levels of subcooling as well. The heating surface 
was divided into a number of small squares of area "a" so that the 
probability of the local population within a square having the value 
"Na" could be as calculated according to 

-m(Na)Na 

P(Na) = - Z N a •• 
A (Na)l 

(2) 

where 

P(Na) = probability of finding "Na" active sites in area "a" 
Na ~ actual number of active sites in area "a " 
Na = expected number of active sites in area "a" 
A = heating surface area 
a = local surface area 
ZNa = number of small areas having a local population Na 

The probability distributions obtained showed that agreement with 
the Poisson distribution was better when the heating surface was 
divided into a 25 square array than when it was divided into 100 
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square array although satisfactory agreement was found in both cases. 
Consequently, the probability of finding the local population "Na" 
in area "a" from both theoretical and experimental considerations 
was calculated by equation [2] considering a/A = 1/25. The proba
bility distribution in Fig. 9 shows a good fit with the Poisson distri
bution and this conclusion is confirmed by the results ofax2 test. The 
findings of the present investigation are consistent with those of 
Gaertner's investigation so far as the randomness of the active nu
cleation site distribution is concerned. 

Fig. 10 shows the effect of sub cooling on the surface average fre
quency of vapor bubble emission for three different levels of heat flux. 
The results indicate that the frequency first increases with increase 
of subcooling and then decreases again with further increase of sub
cooling. The degree of subcooling corresponding to the maximum 
bubble frequency increases with increasing heat flux levels. The 
present investigation considers the distribution of bubble flux density 
within a 100 square array representing the entire heating surface. Fig. 
11 shows the percentage cumulative bubble flux density versus the 
percentage cumulative area of the heating surface. It is seen that the 
effect of sub cooling is negligible but that the effect of heat flux is very 
significant. As the heat flux is increased, the number of active sites 
increases and the bubble frequency increases as welL Consequently, 
there is a tendency for the bubble flux density distribution to become 
uniform at high heat flux, in which case ten percent of the area would 
contribute ten percent of the bubble flux density, for instance. 
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Finally, the influence of heat flux and subcooling on the pattern 
of the active nucleation sites was studied in the present investigation. 
An area 5.0 mm X 5.0 mm square was selected from the 25.4 mm X 

25.4 mm square area to examine the change in the pattern of the active 
nucleation sites with changing heat flux and sub cooling during a single 
experimental test. As heat flux was increased at constant subcooling, 
bubbles continued to originate from the nucleation sites already ac
tivated and some nucleation sites appeared due to the increase of heat 
flux. As the subcooling was increased at constant heat flux, the active 
nucleation site pattern hardly changed at all, except for one additional 
active nucleation site which appeared, perhaps as the result of the 
slight increase of superheat with increasing sub cooling indicated in 
Fig. 4. 

Conclusions 
1 The results of the present investigation for water boiling on a 

single copper surface at atmospheric pressure indicated that the active 
nucleation sites were randomly located and that their spatial distri
bution followed the Poisson distribution in agreement with Gaertner's 
findings. 

2 Bubble flux density was observed to be non-uniformly dis
tributed even though it was thought that the heat flux was uniform 
over the heating surface so that one might have expected the bubble 
nux to be uniformly distributed as welL 

3 Changes in heat flux and sub cooling did not affect the pattern 
of active nucleation sites. Although increasing heat nux caused more 
active sites to be activated, the additional active sites formed among 
the sites which have been already activated. Subcooling appeared to 
have hardly any effect at alL 
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Effect of Circumferentially 
Nonuniform Heating on Laminar 
Combined Convection in a 
Horizontal Tube 
An analytical study has been made of how the circumferential distribution of the wall 
heat flux affects the forced/natural convection flow and heat transfer in a horizontal tube. 
Two heating conditions were investigated, one in which the tube was uniformly heated 
over the top half and insulated over the bottom, and the other in which the heated and in
sulated portions were reversed. The results were obtained numerically for a wide range 
of the governing buoyancy parameter and for Prandtl numbers of 0.7 and 5. It was found 
that bottom heating gives rise to a vigorous buoyancy-induced secondary flow, with the 
result that the average Nusselt numbers are much higher than those for pure forced con
vection, while the local Nusselt numbers are nearly circumferentially uniform. A less vig
orous secondary flow is induced in the case of top heating because of temperature stratifi
cation, with average Nusselt numbers that are substantially lower than those for bottom 
heating and with large circumferential variations of the local Nusselt number. The fric
tion factor is also increased by the secondary flow, but much less than the average heat 
transfer coefficient. It was also demonstrated that the buoyancy effects are governed sole
ly by a modified Grashof number, without regard for the Reynolds number of the forced 
convection flow. 

Introduction 

It is well established that the heat transfer characteristics of hori
zontal and inclined laminar forced convection pipe flows can be sig
nificantly affected by secondary fluid motions induced by buoyancy. 
In the extensive literature dealing with this subject (to be summarized 
shortly), primary attention has been focused on problems charac
terized by uniform addition of heat per unit axial length. Another 
characteristic common to the entire available body of literature is that 
only circumferentially uniform thermal boundary conditions have 
been considered. These have included circumferentially uniform 
(albeit axially variable) wall temperature and circumferentially uni
form wall heat flux. 

In practice, there are applications where thermal circumferential 
uniformity may not be attained. For instance, the heat flux incident 
on the absorber tube of a line-focus solar collector is concentrated on 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
April 22,1977. 

only a portion of the tube circumference. Similarly, the fluid-carrying 
tubes of a flat plate solar collector receive a circumferentially non
uniform heat flux. The buoyancy forces are sensitive to the circum
ferential positioning of the portions of the tube wall that are more 
strongly and less strongly heated. Therefore, it can be expected that 
the induced secondary flows will be significantly affected by the im
posed circumferential nonuniformities, as will the heat transfer pa
rameters (e.g., Nusselt numbers). Recent experiments [l]1 have 
demonstrated that even a low-Reynolds-number turbulent flow in 
a horizontal pipe is sensitive to nonuniformities in circumferential 
heating, thereby heightening the expectation of their importance in 
a laminar flow. 

The foregoing considerations have served to motivate the present 
investigation. A study is made of fully developed, buoyancy-affected 
laminar flow in a horizontal tube subjected to two limiting heating 
conditions. In one case, the tube is heated uniformly over a 180 deg 
arc encompassing the upper half of its circumference, while the lower 
portion of the tube is adiabatic. For the second case, uniform heating 
is applied over the lower half of the tube and the upper part is adia
batic. In both cases, the heat addition per unit length is uniform. 

The highly complex flow fields induced by buoyancy preclude an 
analytical solution of the problem. Since solutions will be sought for 
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conditions where the natural convection is a first-order effect rather 
than a perturbation of the forced convection, numerical techniques 
are required. The difference equations were derived and solved by 
adapting the formulation of Patankar and Spalding [2], which in
corporates Spalding's scheme [3] for dealing with the issues of central 
versus upwind differences. Solutions were obtained over a wide range 
of values of the governing buoyancy parameter, such that very large 
natural convection effects were encountered at the high end of the 
range. The Prandtl number, which appears as a parameter in the 
equations, was assigned values of 0.7 and 5 (e.g., air and water). The 
results obtained from these solutions include average Nusselt num
bers, friction factors, circumferential Nusselt number distributions, 
and isotherm and streamline maps. The presentation of the results 
will be made with a view to illuminating the differences between the 
top heated and bottom heated cases. 

From a careful search of the literature, the authors were unable to 
find any prior work on laminar mixed convection (i.e., combined 
forced and natural convection) in a tube with circumferentially 
nonuniform thermal boundary conditions. However, as noted earlier, 
the circumferentially uniform case has been treated extensively. 
Analyses have been performed via finite differences [4-6], as per
turbations of the forced convection solution [7-11], and via a boundary 
layer model at high values of the buoyancy parameter [12,13]. These 
references encompass studies of inclined tubes as well as of horizontal 
tubes. Numerous experiments designed to model circumferentially 
uniform boundary conditions have also been reported [14-24]. 

It is relevant to comment on a recurring viewpoint expressed in 
many of the aforementioned analytical studies of fully developed 
laminar mixed convection in a horizontal pipe. In those papers, the 
results were parameterized by the group ReRa, where Re is the con
ventional pipe Reynolds number and Ra is Rayleigh number based 
on the axial temperature gradient dT/dz, that is 

then it is easily shown that 

Re = wD/v, Ra = gP(dT/dz)R4/cti> (1) 

Since the departures from pure forced convection were found to in
crease with increasing ReRa, it appeared that the relative importance 
of buoyancy was magnified at larger values of Re—a finding that is 
contrary to intuition. 

To clarify this matter, it may first be noted that dT/dz is not a true 
measure of the cross sectional temperature differences that give rise 
to the buoyancy effects. This is because dT/dz is not only related to 
the heating rate, but also to the mean velocity of the forced convection 
flow. Rather, the rate of heat transfer per unit length Q', which is a 
realistically prescribable thermal input parameter, is a true measure 
of the cross sectional temperature differences. If a modified Grashof 
number Gr+ based on Q' is defined as 

ReRa = (2Ar)Gr+ (3) 

Since buoyancy-induced departures from pure forced convection have 
been found to depend on ReRa, it is now seen that a buoyancy pa
rameter Gr+ is a measure of these effects. It is especially interesting 
to note that it is the magnitude of Gr+ alone, without reference to any 
forced convection parameters, which governs the heat transfer results. 
From this, it follows that the Nusselt numbers for fully developed 
laminar mixed convection in a horizontal pipe flow are independent 
of the Reynolds number, as is also the case for fully developed laminar 
forced convection in tubes. 

Analys i s and So lut ions 
The starting point of the analysis is the equations expressing con

servation of mass, momentum, and energy, all expressed in cylindrical 
coordinates. The first task in the specialization of these equations to 
fully developed, laminar mixed convection in a horizontal tube is the 
formulation of the buoyancy terms. 

If attention is first focused on the radial momentum equation, then 
the corresponding buoyancy term can be deduced from pressure and 
body forces that appear therein, 

-dp/dr - pg sin I (4) 

where the r, 0 coordinates are illustrated in the insets of Fig. 1. The 
density appearing in (4) can be related to the temperature via the 
Boussinesq model, according to which density variations are con
sidered only insofar as they contribute to buoyancy, but are otherwise 
neglected. If Tb and pb are the bulk temperature and the corre
sponding bulk density at any axial station in the fully developed re
gime, then, according to the Boussinesq approach 

: Pb ~ PbP(T - Tb) (5) 

The bulk state is a logical reference state in problems where the heat 
input is prescribed, as in the present problem. Furthermore, if 

• p + pbgr sin ( 

then (4) becomes 

-dp*/dr + PbgP{T - Tb) sin 8 

(6) 

(7) 

The last term in (7) is the buoyancy force. A similar manipulation 
of the pressure and body forces in the tangential momentum equation 
yields 

(-dp*iae)lr + Pbg(3(T - Tb) cos ( (8) 

Gr+=g/3Q'fl3Ai'2 (2) 
To further adapt the conservation equations, the constant property 

assumption is introduced and the subscript b is deleted from pb in (7) 

- N o m e n c l a t u r e -

cp = specific heat at constant pressure 
D = tube diameter 
/ = friction factor, equation (21) 
Gr+ = modified Grashof number, 

gf}Q'R3/k,'2 

g = acceleration of gravity 
h = local heat transfer coefficient, 
_ ql(Tw - Tb) 
h = average heat transfer coefficient, 

q/(Tu, - Tb) 
k = thermal conductivity 
Nu = local Nusselt number, hD/k 
Nu = average Nusselt number, hD/k 
Nuo = forced convection value of Nu 
P = dimensionless pressure, equation (10b) 

p = pressure 
p * = reduced pressure, equation (6) 
Q' = rate of heat transfer per unit length 
q = rate of heat transfer per unit area 
R = tube radius 
Re = Reynolds number, WD/v 
r = radial coordinate 
T = temperature 
Tw = local wall temperature 
Tw = average wall temperature, equation 

(18) 
U, V. W = dimensionless velocities, equation 

(10a) 
u,v,w = velocity components in r, 6, z 
W = mean value of W 

w = mean axial velocity 
a = thermal diffusivity 
j3 = thermal expansion coefficient 
•q = dimensionless radial coordinate, r/R 
8 = angular coordinate 
p = viscosity 
v = kinematic viscosity 
p = density 
* = dimensionless temperature, (T - T&)/ 

(Q'/k) 
4/ = stream function 

Subscript 

b = bulk property 
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and (8). The fully developed condition is implemented by setting 

du/dz = du/dz = dw/dz = 0, dp/dz = dp/dz (9a) 

dT/dz = dTb/dz = Q'/PCPTTR2W (9b) 

in which Q' is the rate of heat transfer to the fluid per unit axial length. 
In the present problem, Q' is a constant. Viscous dissipation and 
compression work are deleted from the energy equation, as is appro
priate for typical laminar flows. 

As a final step, dimensionless variables are introduced as follows 

U = 
v/R' 

V< v 

v/R' 
W-

r 
• • - , <t> 

R 
T-Tb 

(-dp/dzWVn) 

P* 
j(v/R)2 

(10a) 

(10b) 
(Q'/k) 

With these inputs, the equations expressing conservation of mass, 
of r, 8, and z momentum, and of energy become 

dU VdU 
y — + - — -

d(riU)/dri + dV/dd = 0 

+ V2U 

(11) 

U 2 dV „ 
— + Gr+$sm<? (12) 

r,2 7,2 30 
dV vev uv 

u— + — + — = 
dr] r\ 3d r, 

1 3 P 

r, 30 

+ V2V + 
2 du V 

- — + Gr + $ cos 0 (13) 

aw vaw u— + 
di\ r, dO 

i)2 dtf if 

= 1 + V2W 

na* va* <ywv) l 
dri i) dd tcPr Pr 

(14) 

(15) 

where V2 is the Laplace operator in polar coordinates. The parameter 
Gr+ has already been defined in equation (2) and W is the cross sec
tional average value of W. Pr is the Prandtl number. The equations 
thus contain two independent parameters, Gr+ and Pr. 

As was noted earlier, consideration will be given to two heating 
conditions. These are illustrated in the insets of Pig. 1. In the top 

heating case, there is a uniform heat flux q on the upper half of the 
tube wall, while the lower half is insulated. In the bottom heating case, 
the uniform heat flux is applied along the lower half of the tube and 
the upper half is insulated. These boundary conditions are symmetric 
about the vertical diameter of the tube. Owing to this symmetry, the 
solution domain can be confined to half of the tube cross section and, 
for concreteness, the region —7r/2 < 6 < TT/2 is selected. 

When the heat flux boundary conditions are expressed in terms of 
the variables of the analysis, there results 

3 * 1 7T 3 * „ X , 
— = - for 0 < 0 < - , — = O f o r - - < 0 < O (16a) 
dr, rr 2 dr, 2 

for top heating, and 

3<J> 7T 
— = 0 for 0 < 0 < - , 
dr, 2' 

3 * 1 x 
— = - f o r - - < 0 < O 
dr, it 2 

(16b) 

Fig. 1 Circumferential average Nusselt numbers 

for bottom heating. The factor 1/ir appearing in equations (16a) and 
(16b) stems from the fact that Q' = irRq. The other boundary condi
tions on the tube wall and those on the symmetry line are conventional 
and need not be stated explicitly here. 

In addition to satisfying the governing equations and boundary 
conditions, the solution must be compatible with the definition of the 
bulk temperature, the dimensionless form of which is 

J JiWvdvdd = 0 (17) 

where the integration is extended over the solution domain. 
The differential equations (11) through (15) and their boundary 

conditions comprise a highly coupled system involving the five vari
ables U, V, W, P, and <fr. The numerical scheme empolyed to solve 
these equations is an adaptation of that of [2], which is a finite dif
ference procedure for three-dimensional parabolic flows. It involves 
marching in the streamwise direction while solving a two-dimensional 
elliptic problem at each marching station. The removal of all reference 
to the marching direction gives rise to a procedure for two-dimensional 
elliptic situations, and this was one of the adaptive actions taken here. 
A second adaptation involved the reformulation of the difference 
equations, which had been derived in [2] for rectangular coordinates, 
to accommodate r, d polar coordinates. 

In recognition of the fact that the conventional central difference 
approximation can yield unrealistic results at high flow rates, the 
discretization performed in [2] was based on the so-called Spalding 
difference scheme [3] (SDS). The SDS makes use of central differ
ences for grid Peclet numbers (based on the local velocity and grid 
dimension) in the range - 2 < Pe < 2. For Peclet numbers outside this 
range, the diffusion terms are dropped and the convection terms are 
evaluated by the upwind difference scheme. In actuality, the SDS is 
a computationally inexpensive approximation of a smooth Peclet-
number-weighted superposition of the central difference and upwind 
difference representations [3]. The true weighting function involves 
computationally expensive exponentials. In order to attain greater 
accuracy in the present solutions, the SDS was replaced by a power-
law representation which closely approximates the true weighting 
function. The increment in computational time associated with the 
use of the power-law representation is negligible. 

On the basis of computational experiments, it was found that so
lutions of high accuracy would be obtained with a 28 X 28 grid. For 
most of the cases, the grid points were distributed uniformly 
throughout the solution domain. At high values of Gr+ , where more 
complex flow patterns are encountered, and where for top heating 
there are sharp variations of wall temperature, supplemental solutions 
were obtained using a nonuniform grid. These solutions were essen
tially the same as those for the uniform grid. 

The solution method was iterative in nature, and the computational 
time required to obtain convergence was found to increase markedly 
with Gr+. In this connection, it was advantageous to proceed from 
lower to higher Gr+ and to extrapolate the converged solutions for two 
values of Gr+ to obtain starting values for the next Gr+ . 

For each of the two thermal boundary conditions investigated, 
solutions were obtained for Gr+ ranging from 10 to approximately 107. 
The Prandtl number was assigned values of 0.7 and 5, which, re-
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spectively, typify fluids such as air and water. 

R e s u l t s a n d D i s c u s s i o n 
In the presentation that follows, initial consideration will be given 

to those quantities that are of most direct relevance to applications— 
the circumferential average Nusselt number and the friction factor. 
The circumferential distributions of the local Nusselt number will 
then be presented. Finally, information about the flow and temper
ature fields will be provided via streamline and isotherm maps. 

Circumferential Average Nusselt Numbers . Since only a 
portion of the tube wall is heated, an average heat transfer coefficient 
will be evaluated such that it pertains specifically to that portion of 
the wall. An average wall temperature Tm may be defined by inte
grating over the heated arc 

(1M f * 
Jo 

TwdO, (lAr) C 
tj TV 

TwdB (18) 

respectively for top heating and bottom heating. The average heat 
flux on the heated arc is q (= constant). With these, the average 
coefficient and the corresponding Nusselt number may be defined 

h = q/(Tw - Tb), Nu = hD/k (19) 

It is relevant to compare the values of Nu for mixed convection with 
that for a pure forced convection flow having the same thermal 
boundary condition (i.e., partially heated wall). For the latter case, 
an analytical solution in the form of a series can be obtained, from 
which a heat transfer coefficient and Nusselt number can be evaluated 
in accordance with equation (19) (e.g., [25]). If that Nusselt number 
is denoted by Nuo, then 

Nun = 3.058 (20) 

independent of both the Reynolds and Prandtl numbers, as is cus
tomary for fully developed, forced convection laminar pipe flows. 

The results for Nu/Nuo are plotted as a function of the modified 
Grashof number Gr+ in Fig. 1. The curves in the upper part of the 
figure are for top heating and are referred to the right-hand ordinate. 
The long-dash curves in the lower part of the figure correspond to 
bottom heating and are keyed to the left-hand ordinate. 

The figure shows that the Nusselt number increases with increasing 
values of Gr+ in accordance with the expected strengthening of the 
buoyancy-induced secondary flow. The extent of the Nusselt number 
increase is markedly different for the two heating arrangements as 
witnessed by the distinctly different ranges of the right- and left-hand 
ordinate scales. In the top heated case, the values of Nu/Nuo are well 
below 1.5 over the entire range investigated. On the other hand, for 
bottom heating, the Nu/Nu0 curves soar to values as high as 6 and 12, 
respectively, for Pr = 0.7 and 5. 

This remarkable difference is explained by the fact that the top 
heated case is a relatively stable configuration in which the secondary 
flows are weak. Conduction is still the dominant mechanism of heat 
transfer and, hence, the Nusselt number values do not differ appre
ciably from the buoyancy-free prediction. In the bottom heated case, 
the configuration is much less stable. The secondary flow velocities 
are an order of magnitude higher, and natural convection is the 
dominant heat transfer mechanism. 

It is also seen from the figure that the Nusselt number is quite 
sensitive to the Prandtl number, increasing as the Prandtl number 
increases. This trend is in accord with that for natural convection flows 
in general. It is also interesting to note that the impact of the Prandtl 
number is somewhat different for the two heating arrangements. In 
particular, if the bottom heated results were to be replotted with 
Gr+Pr as abscissa variable, the curves for the two Pr values would lie 
quite close to each other except in the region where they tend to be 
wavy. On the other hand, a similar replotting of the results for the top 
heated case still leaves a substantial gap between the curves. 

The aforementioned waviness of the curves reflects a change in the 
structure of the secondary flow. At low values of Gr+, the secondary 
flow consists of a single eddy in each vertical half of the tube. At higher 

Gr+ , this simple structure breaks down into a more complex pattern 
consisting of multiple eddies. The levelling off of the curves at the 
onset of the waviness corresponds to the end of the single eddy mode, 
and the subsequent formation of the multiple eddies leads to a renewal 
of the increasing trend of the Nusselt number. 

It appears that there are threshold values of Gr+ that have to be 
exceeded before the buoyancy effects cause a detectable change in 
the Nusselt number relative to that for pure forced convection. For 
Pr = 5, the threshold value of (2/7r)Gr+ is about 100 for both bottom 
heating and top heating. On the other hand, for Pr = 0.7, the respec
tive threshold values for bottom heating and top heating are about 
700 and 10,000. Thus, for bottom heating, the two threshold values 
can be represented as (2Ar)Gr+Pr a 500. The threshold values for top 
heating do not appear to be correlated by a Grashof-Prandtl prod
uct. 

In addition to the results of the present analysis, Fig. 1 contains a 
pair of short-dashed lines taken from [5]. These results correspond 
to mixed convection in a tube with circumferentially uniform wall 
temperature and uniform heat addition per unit axial length (the Nuo 
value for these conditions is 4.36). It is seen that these Nu/Nun curves 
fall below the present curves for the bottom heated case, and it can 
be verified that they fall above the curves for the top heated case. This 
qualitative relationship appears to be physically reasonable. 

Fr ic t ion Factor . The buoyancy-induced secondary flow gives 
rise to an increase of the axial pressure gradient and its dimensionless 
counterpart, the friction factor/. When the definition of the friction 
factor 

/ = 
(-dpldz)D 

(21) 
'kpw2 

is rephrased in terms of the variables of the analysis, there follows 

/Re = 8/IV (22) 

where Re is the conventional pipe Reynolds number given by equation 
(1). A direct assessment of the effects of buoyancy can be obtained 
from the values of the ratio/Re/(/Re)0 , in which (/Re)0 is the forced 
convection value (equal to 64). This ratio is plotted in Fig. 2 as a 
function of Gr+ , both for top heating and for bottom heating. 

It may be seen from the figure that the increase of /Re due to 
buoyancy is much greater for bottom heating than for top heating, 
as was also true for the Nusselt number. In general, the increases in 
/Re are substantially smaller than the corresponding increases in Nu. 
It is also interesting to note that whereas greater increases in Nu were 
sustained by fluids of higher Prandtl number, the opposite trend is 
in evidence for /Re. The diminished influence of buoyancy on /Re for 
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fluids of higher Prandtl number may be attributed to the dampening 
of the secondary flow velocities owing to the higher viscosities of such 
fluids. 

Fig. 2 also contains curves which depict the analytical results of [5]. 
These curves, which correspond to circumferentially uniform wall 
temperature, fall in close proximity to those for the present bottom 
heating case. 

Circumferential Nusselt Number Distributions. The local 
Nusselt number at any circumferential location on the heated arc was 
evaluated from 

Nu = riD/ft, h = q/(TUJ-Tb) (23) 

where Tw is the local wall temperature. To facilitate comparisons of 
the circumferential distributions of the Nusselt number for various 
cases, it is convenient to employ the ratio Nu/Nu, as in Figs. 3 through 
5. 

Each of these figures contains a comparison of the circumferential 
distributions of Nu/Nu for top heating and for bottom heating. The 
successive figures, which are arranged in the order of increasing values 
of Gr+, illustrate how the Nusselt number distributions for the two 
heating conditions evolve as the buoyancy effects grow progressively 
more important. The respective values of (2Ar)Gr+ for Figs. 3-5 are 
102, ~105, and ~0.5 X 107 to 107. The slight lack of coincidence of the 
Gr+ values in Fig. 5 has no effect on the qualitative comparison of the 
distributions for top and bottom heating, which is the main concern 
of this figure as well as of Figs. 3 and 4. 

The cause of this slight mismatch is historical. When the analysis 
of the present problem was first undertaken, the choice of the di-
mensionless variables was influenced by those of [5]. With those 
variables, the resulting dimensionless buoyancy parameter is the 
product of a dimensionless pressure gradient and the Rayleigh 
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number of equation (1). It was this parameter to which values were 
assigned as input to the numerical solutions. Subsequently, when it 
was discovered that Gr+ was a more appropriate index of the 
buoyancy effects, its values were deduced from those of the afore
mentioned pressure gradient—Rayleigh number product in con
junction with the /Re/(/Re)0 results. Whereas the same set of input 
parameters had been assigned for all heating conditions and Prandtl 
numbers, the values of/Re/(/Re)0 differ among the various cases (Fig. 
2). This gives rise to the moderate differences among the Gr+ values 
which are in evidence at the higher Gr+. 

The angular coordinates 8 and 6' which appear on the abscissa of 
Figs. 3-5 are defined on the inset of Fig. 3. The 8 coordinate is used 
for the top heating case and the 8' coordinate for the bottom heating 
case. The definitions of the solid and dashed curves, as given in Fig. 
3, are common to all three figures. 

From an examination of Fig. 3, it is seen that for Gr+ ~ 102, the 
Nusselt number distributions for top heating and bottom heating are 
only slightly different, thereby confirming the small influence of 
buoyancy. The Nusselt numbers vary by a factor of about 2V2 along 
the heated arc, with the highest values in the neighborhood of the 
junction of the heated and adiabatic portions of the tube, i.e., near 
8 and 8' = 0. This is a plausible result since fluid passing through the 
unheated portion of the tube assists in transporting heat away from 
the adjacent portions of the heated arc. 

As the buoyancy effects become stronger, the Nusselt number 
distributions for the two heating arrangements evolve in different 
ways. As can be seen in Fig. 4 (Gr+ ~ 105), the Nusselt numbers along 
the bottom heated arc are very nearly uniform, whereas those along 
the top heated arc exhibit a markedly greater variation than that for 
pure forced convection. The trend toward uniformity for bottom 
heating is the result of the vigorous secondary flow caused by the in
stability inherent in heating from below. On the other hand, for top 
heating, increases in Gr+ lead to an increasingly stratified temperature 
field which gives rise to large circumferential variations. 

The effects of increasing buoyancy on the Nusselt number distri
butions are further confirmed by Fig. 5 (Gr+ ~ 107). In addition, there 
is evidence of a change in the flow pattern for the bottom heated case, 
as witnessed by the peaks and troughs in the distribution curves. As 
will be demonstrated shortly, these undulations result from the 
presence of a localized recirculation zone situated near the bottom 
of the tube. 

The Nu/Nu distributions for bottom heating are relatively insen
sitive to the Prandtl number. For top heating, the effects of Prandtl 
number are accentuated with increasing Gr+ and are most significant 
in the neighborhood of the junction between the heated and adiabatic 
portions of the tube. Overall, the variations are larger at higher 
Prandtl numbers. This behavior is reasonable since a lower Prandtl 
number fluid has a relatively high thermal conductivity which pro-

Fig. 3 Circumferential Nusselt number distributions, (2A?r)Gr+ = 102 
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Nu 
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Fig. 4 Circumferential Nusselt number distributions, (2/ir)Gr+ ~ 10s 
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Fig. 5 Circumferential Nusselt number distributions. Top heating results are 
for (2/7r)Gr+ ~ 107; bottom heating results are for (2/7r)Gr+ ~ 0.4 - 0.5 X 
107 
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become distorted as Gr+ increases and then breaks up into a multiple 
eddy structure. To the knowledge of the authors, such a mulitple eddy J 
array has not been previously reported for mixed convection in a \ 
horizontal tube. j 

The results for bottom heating and Pr = 5 are presented in Fig. 7;. j 
with the successive diagrams arranged in order of increasing Gr+. At | 
the lowest value of Gr+, heating from below produces a pattern of j 
isotherms and streamlines that is similar to that for heating from • 
above (note that the isotherms in Fig. 7(a) are reversed relative to i 
those of Fig. 6(a)). A major difference, however, is that the secondary ' 
flow velocities are an order of magnitude higher in the bottom heated i 
case. I 

As Gr+ increases, the isotherms in the near-wall region tend to t 
follow the contour of the tube, so that the wall temperature becomes 
more uniform. The secondary flow continues to be characterized by 
a regular, single-eddy pattern at intermediate Gr+. At the highest 
value of Gr+, a relatively small counterrotating eddy is in evidence j 
at the bottom of the tube. Its presence is the cause of the undulations • 
in the Nu/Nu curve for Pr = 5 in Fig. 5. The upflow leg of this eddy j 
is believed to be similar to a thermal.2 In general, as witnessed by the I 
values of \p/i/, the secondary flow for bottom heating is much more ! 
vigorous than that for top heating. 

It is appropriate to remark here that the flow and temperature fields 
were assumed to be steady via the governing equations and the so- j 

1 

2 A thermal is a buoyant mass which rises from a discrete location on a hori
zontal heated surface. 

Fig. 6 Isotherm and streamline maps lor top heating and Pr = 8. Parametric 
values of (2/?r)Gr+: (a) 10, (6) 10* (o) 108 

Fig. 7 Isotherm and streamline maps (or bottom heating and Pr = 5. Para
metric values of (2/?r)Gr+: (a) 10, (b) 10", (c) 0.S X 107 

motes circumferential conduction and thereby reduces the varia
tions. 

Isotherm and Streamline Maps. Information about the tem
perature field and the secondary flow pattern will now be presented 
by means of isotherm and streamline maps. The isotherms are ex
pressed in terms of the dimensionless temperature 

(T - Tb)/(TW - Tb) (23) 

The stream function was deduced from the velocity field solutions 
by evaluating the integral 

4,/v = - C'vdr, (24) 
Jo 

along lines 6 = constant, with 4> = 0 at r = 0. 
The isotherms and streamlines are presented in Figs. 6-8. Each of 

these figures contains several representations of the tube cross-section 
showing the isotherms and streamlines for a group of related cases. 
In each of the cross-sectional representations, the isotherms are 
plotted in the left half and the streamlines in the right half. Both the 
isotherms and streamlines are symmetric about the vertical diameter 
of the tube. 

Fig. 6 is for top heating and for a Prandtl number of five. The suc
cessive cross-sectional representations correspond to increasing values 
of Gr+ as indicated in the figure caption. The isotherms reflect an 
increasing degree of stratification as Gr+ increases. At the lowest value 
of Gr+, the isotherms show some tendency to conform to the circular 
contour of the wall, but at higher Gr+ they become nearly horizontal. 
The streamlines confirm the expected presence of a secondary flow. 
The rather regular single eddy in evidence at the lowest Gr+ tends to 
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Fig. 8 Isotherm and streamline m 
(a) top heating, (b) bottom heating 

lution method. When the resulting flow field is as complex as in Fig. 
7(c), it is possible that in reality the flow exhibits a steady-periodic 
behavior rather than a totally time-invariant one. An examination 
of this matter, however, is beyond the scope of the present work; some 
form of stability analysis will be required to resolve the question. 

Representative results for Pr = 0.7 are presented in Fig. 8 in order 
to permit a comparison with corresponding cases (i.e., same Gr+) for 
Pr = 5 in Figs. 6 and 7. In general, the shapes of the isotherms and 
streamlines are similar for the two Prandtl numbers, although there 
are certain differences of detail. 

Concluding Remarks 
The results of this investigation have demonstrated that the effects 

of buoyancy on laminar forced convection in a horizontal tube depend 
markedly on the circumferential distribution of the wall heat flux. 
When heat is added along the bottom half of the tube while the top 
half is insulated, a vigorous secondary flow is induced which gives rise 
to a significant increase in the average Nusselt number relative to that 

• for pure forced convection. The increases in Nusselt number are 
[ greater at higher Prandtl numbers. The vigorous secondary flow is 
I also instrumental in bringing about a relatively uniform distribution 

of the local Nusselt number along the heated arc. 
When the top half of the tube is heated with the bottom half insu

lated, temperature stratification ensues and the induced secondary 
flow is much weaker than that corresponding to the bottom heated 
case. As a consequence, the buoyancy-related increase of the Nusselt 
number is also smaller. On the other hand, the stratification creates 
large circumferential variations of the local Nusselt number. 

The secondary flow increases the friction factor relative to its forced 
convection value, but the increases are substantially smaller than 

j those sustained by the average Nusselt number. In common with the 
I Nusselt number, the friction factor is more affected by bottom heating 

than by top heating. 
It was also demonstrated that the buoyancy effects are governed 

solely by the modified Grashof number Gr+, without regard to the 
Reynolds number of the forced convection flow. It is the opinion of 
the authors that Gr+ is a more apt measure of the buoyancy effects 

; than the ReRa product (equation (1)) that has been employed fre-
' quently in the past. 
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Experiments on the Onset of 
Longitudinal Vortices In Horizontal 
Blasius Flow Heated from Below 
Experiments were performed to confirm the occurrence and growth of longitudinal vorti
ces in a laminar boundary layer developing in water over a heated horizontal flat plate 
with uniform surface temperature. Photographs of the vortices, measurements of the con
ditions of their onset, and measurements of their wavelength are presented. Comparisons 
are made with theoretical instability results for the critical Grashof number and wave
length. Temperature profiles across the boundary layer were measured for flows with and 
without vortices to show qualitatively the effect that the longitudinal vortices have on the 
heat transfer rate at the plate. Under conditions of thermal instability the longitudinal 
vortices were found to be the first stage of the laminar-turbulent transition process in a 
boundary layer heated from below. 

Introduction 

The temperature profile in a laminar boundary layer flow over a flat 
plate with a constant wall temperature has been extensively analyzed 
since the publication of Pohlhausen's first solution [l].2 It does not 
appear, however, that the conditions for the onset of thermal insta
bility in this flow have been critically investigated. Physically when 
a boundary layer is heated from below or cooled from above a poten
tially unstable top-heavy situation exists due to the variation of fluid 
density with temperature. The problem is apparently analogous to 
the case of a laminar boundary layer flowing along concave wall where 
an instability due to the centrifugal force exists [2-4]. In the case of 
the concave wall the instability (Gortler instability) manifests itself 
in the form of vortex rolls aligned longitudinally with the flow. Due 
to these vortex rolls the flow field develops a three-dimensional 
character which alters the wall heat transfer. 

Calculations have been made, for example, by Mori [5], Sparrow 
and Minkowycz [6], and Chen, Sparrow, and Mucoglu [7], of the effect 
of the buoyancy term on the laminar boundary layer profile on an 
isothermally heated, horizontal, flat plate. These calculations of mixed 
convection suggest that the relative importance of free and forced 
convection can be represented by the physical parameter Gru/Re. t

5/2. 
A perplexing practical question arises, however, as to the limit of 
validity of the two-dimensional free and forced convection formula-

1 On leave from the Department of Mechanical Engineering, Kumamoto 
University, Japan. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
23, 1977. 

tion in view of the fact that the flow may be unstable. Recently, Wu 
and Cheng [8] have obtained theoretical results which suggest that 
for Grashof numbers beyond a critical value, the flow is unstable with 
respect to small disturbances in the longitudinal vortex mode. This 
analysis employed a nonparallel flow model in which a linearization 
was made about the basic Blasius velocity and Pohlhausen temper
ature profiles. 

The present experimental investigation was initiated to confirm 
the onset of longitudinal vortex rolls in a horizontal Blasius flow of 
water over a flat plate with constant wall temperature and to assess 
its practical significance. However, from flow visualization studies 
it became evident that one can clearly identify, in addition to the 
initial onset of the instability in the form of vortex rolls, a subsequent 
amplification of the disturbances and a transition to regimes of more 
disordered secondary flow. The effects of thermal instability on the 
temperature field in this postcritical regime were also investigated. 
It is of interest to note that Sparrow and Husar's experiments [9] on 
longitudinal vortices in natural convection flow along an inclined 
plate, apparently demonstrate a similar sequence of events even 
though the nature of the basic flow is quite different. This suggest that 
some analogy exists between the present problem and that of Sparrow 
and Husar [9] as well as Lloyd and Sparrow [10]. These experiments 
have apparently motivated subsequent theoretical studies of this 
problem [11-14], 

For completeness, it should be mentioned that for the case of hor
izontal plane Poiseuille flow heated from below, longitudinal vortex 
rolls also exist. This thermal instability problem has been studied both 
theoretically and experimentally in the thermal entrance region 
[15-18] and the fully developed region [19-20]. 

The hydrodynamic stability of a Blasius flow has been studied very 
extensively in the past; however, as has been pointed out, little in-
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formation is available for the thermal instability of this flow. Since 
the laminar boundary layer flow over a flat plate with a constant wail 
temperature is very basic to the study of forced convection heat 
transfer the present thermal instability problem is of considerable 
theoretical and practical interest. 

2 Experimental Apparatus and Procedure 
2.1 Water Tunnel, An existing closed loop water tunnel, shown 

in Fig. 1, was used as the basic flow facility for the experiments. This 
facility consists essentially of a circulation pump, a heat exchanger, 
and the associated piping for transporting tb» water around a closed 
loop. The heat exchanger is connected to a refrigeration system so that 
the water in the tunnel can be controlled at any temperature between 
room temperature and 0°C. The water tunnel has two test sections. 
The dimensions of the small test section are 25.4 X 45.7 X 213,4 cm, 
width by height, by length, and those of the large one are 64.0 X 91.4 
X 182.9 cm. The contraction ratio between the large and small test 
sections is 5 to 1. These test sections have windows made of acrylic 
resin plates in order to permit a visual investigation of the flow. The 
circulation pump of the water tunnel is driven by a variable speed d-c 
drive which is capable of producing a steady water velocity in the small 
test section between 0.02 and 5 m/s. 

2.2 The Isothermal Heat ing Pla te Assembly. The present 
experiment was performed over a horizontal heating plate which was 
installed in the small working section. The leading edge of the plate 
was located near the end of the converging section. The heating plate 
and the other attached equipment are shown in Fig. 2. The test surface 
utilized in the experiments was fabricated from copper plate with 
dimensions 6.35 mm X 152.4 cm X 24.1 cm, thickness by length by 
width. The plate was designed to provide an isothermal surface to the 
boundary layer flow which could be either heated or cooled from the 
bottom surface by circulating water from a controllable, constant 
temperature bath. 

In order to make the main flow parallel to the plate it was necessary 
to accelerate the flow under the plate. This was done using a pump 
to suck a small amount of water from under the plate near its leading 
edge and reinjecting it further downstream. It was, however, difficult 
to obtain a flow which was perfectly parallel to the plate at its leading 
edge. To avoid a separation bubble from forming at the leading edge 
it was found that the flow had to be directed slightly downward onto 
the plate in this region generating a somewhat wedge-type flow. 
Varying the amount of water bypassed under the plate and thus the 
angle of the flow at the leading edge appeared, however, to have a 
negligible effect on the results if the flow was confined to small de
viations from parallel flow. A sharp unhealed tail plate with a length 
of 15.2 cm was attached to the trailing edge of the plate to minimize 
the disturbances caused by the wake flow behind the plate. 

2.3 Tempera tu re Measurements . The temperatures of the 
heating water were measured at the inlet of the suction pipe in the 
tank and at the inlet and the outlet of the heating plate by copper-
constantan thermcouples, T.C. 1 to 3 (Fig. 2). Temperatures in the 
water tunnel were measured 23 cm upstream from the leading edge 
and also 40 cm downstream from the trailing edge by copper-con
stantan thermocouples T.C. 4 and 5. In order to measure the tem
perature profiles across the boundary layer, copper-constantan 
thermocouples formed in a loop (Fig. 2 insert) were used. The plane 
of the loop was aligned perpendicular to the flow and the thermo
couple was positioned using a traversing mechanism that could be 

Fig. 1 Schematic diagram of the water tunnel facility 

Thermocouple 
Design 

-Thermisrorically 
Controlled Hearer 

Fig. 2 Diagram of the constant temperature plate and auxiliary equip
ment 

read with an accuracy of 1/500 mm. 
To check whether the thermocouple wire was actually perturbing 

the boundary layer flow, three wire diameters, 127, 76, and 25 n were 
tried. The hot junctions of the 127 and 76 ix thermocouples were made 
by butt welding the copper and constantan wires together thus pro
ducing a very small junction volume. To obtain a successful weld of 
the 25 n wires it was found that an overlapping of the wires was re
quired. This produced an effective junction diameter of 50 fi. The 
velocities outside the boundary layer were normally measured using 
a 3 mm OD Pitot tube. The very low velocities were also determined 
by measuring the time required for a floating dust particle to pass 
between two lines 50 cm apart. 

2.4 The Flow Visualization Technique. An electrochemical 
technique similar to that described by Sparrow and Husar [9] was 
employed to facilitate direct visual observation of longitudinal vor
tices. In the present experiments, Phenolphthalein was used as a pH 
indicator instead of Thymol blue [9]. The plate surface itself served 
as the negative electrode and the positive electrode was provided by 
a pair of copper sheets situated on the side walls of the test section. 
When a small d-c voltage (10-20 volts) is impressed between the two 
electrodes, ionization at the plate surface generates the tracer fluid 

. N o m e n c l a tare. 

G r i , GTXC = Grashof numbers,g(i(AT)x3/v'2 

andgP(AT)xc
3/v2 

g = gravitational acceleration 
Pr = Prandtl number 
Rex, ReXc = Reynolds numbers, (Uax/v) and 

(U„xJv) 
T, Tw, T„„ = fluid, wall, and free stream 

temperatures 
[/„ = free stream velocity 
x, y = distance from leading edge and normal 

distance from plate surface 
xc = distance from leading edge to onset 

point of instability 
I) = coefficient of thermal expansion 
ri = similarity variable, y(Uv,/vx)l/2 

S 

X 

dimensionless temperature difference, (T 
• T„)/AT 
wavelength of vortex rolls 

v = kinematic viscosity 
AT = temperature difference, (Tw — T„) 
ATrnax = maximum peak to peak amplitude 

of temperature fluctuation 
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showing the pink indicator color. Photography of the motion of this 
indicator dye then gave an indication of flow patterns in the boundary 
layer adjacent to the plate. The application of the present flow visu
alization method is restricted to relatively low velocity range (0-15 
cm/s). Further details of the method can be found in [9], 

3 Experimental Eesults and Discussion 
3.1 The Basic Flow and Tempera ture Fields for Stable Case. 

The free stream velocity above the plate was first checked for uni
formity. When the horizontal laminar boundary layer is cooled from 
below, the layer is stable since the density of water decreases upward 
from the plate surface. For a stable flow case, the temperature above 
the plate was found to be uniform within ±0.2°C throughout the water 
with the exception of the boundary layers of the order of 1-10 mm 
thick on the side walls and the plate. Measurements of the velocities 
showed that the free stream velocities were also very uniform being 
within ±0.5 percent of the mean value. Due to the growth of side wall 
and plate boundary layers, the free stream flow accelerated slightly, 
about 15 percent, in passing through the test section. No direct 
measurements of the turbulence level were made in the test section; 
however, by observing the deviation of the paths of suspended par
ticles from straight lines the estimated turbulence level would appear 
to be less than 5 percent. 

In order to obtain an isothermal surface over the entire plate, a high 
rate of flow of the fluid circulated from the constant temperature bath 
was maintained. As a result, the temperatures at the three locations, 
T.C. 1, 2, and 3 shown in Fig. 2, were almost identical. Since the in
stallation of a permanent thermocouple at the plate surface would 
disturb the uniform temperature condition required, the surface 
temperatures were obtained by lowering one of the free stream ther
mocouples from above the plate until it touched the surface. The re
sults of these measurements were usually within 0.2°C of the tem
perature of the circulating fluid below the plate. A maximum differ
ence of 0.6°C was obtained with a high flow velocity when the tem
perature difference between the plate and the free stream was 16°C. 
An average of the temperature obtained from the thermocouple 
touching the plate and the water bath temperature was finally used 
for the surface temperature, T„„ since it appeared to represent a good 
estimate of the plate surface temperature. 

In order to confirm the Pohlhausen temperature profiles for stable 
basic flow, a number of temperature profiles were measured with the 
plate cooled below the free stream temperature. Measurements made 
of the profile are shown in Fig. 3 along with the theoretical profile for 
Pr = 7. The curve for Pr = 10 was given for reference only. It can be 
seen that the results obtained with the 76 and 25 M wires agreed while 
those obtained with the 127 ir wire were somewhat lower. The mea
surements with the smaller thermocouples were at the most 10 percent 
below the theoretical profile for Pr = 7, where the property values were 
evaluated at the free stream temperature T„. For the present inves
tigations, this level of agreement between theory and experiment was 
considered as adequate. 

Table 1 Range of parameters for experiments 

0.5 

X, m 
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Fig. 3 Stable boundary layer temperature profiles produced in the case of 
cooling from below 

3.2 Flow Visualization Studies for the Unstable Case of 
Heating from Below, The ranges of parameters of the present ex
periments for the case of heating from below are listed in Table 1, 
Temperature differences between the plate and free stream were 
varied in the range AT = 2-16°C and velocities of the main flow were 
in the range t /„ = 2.7-20 cm/s. The corresponding Reynolds numbers, 
Re/.', on the plate are in the range 103-106, which is within the hy-
drodynamically stable region for isothermal flows. 

Insight into the qualitative nature of the formation and develop
ment of longitudinal vortices is gained by direct visual observation 
of flow patterns made visible by the electrochemical technique. Three 
representative series of photographs of the flow field are presented 
in Figs. 4(a), (6), and (c) where the top and side views of the vortices 
are shown. The top views of the onset and growth of the longitudinal 
vortices show a remarkable resemblance to those shown in Fig. 1 of 
Sparrow and Husar [9] for the case of longitudinal vortices in natural 
convection flow on inclined plates. This observation would suggest 
that the structure and the physical process for the onset and growth 
of the longitudinal vortices in the present experiments are similar to 
those observed by Sparrow and Husar [9] even though the nature of 
the main flow is different. If the flow field were two-dimensional (basic 
flow without longitudinal vortices), the plate would be blanketed by 
a thin and uniform film of tracer fluid moving parallel to the surface 
[9]. Observations of the stable flow over a cooled plate confirmed this 
flow pattern of the dye. Also the photographs in Fig. 4 showed the 
existence of a stable two-dimensional laminar flow (Blasius flow) in 
the region near the leading edge. 

An inspection of the top view in Fig. 4(a) reveals that an array of 
more or less regularly spaced lines, oriented parallel to the main flow, 
appears at a certain distance (roughly 1.7 ft or 0.5 m) from the leading 
edge. This indicates the onset of longitudinal vortices. As noted by 
Sparrow and Husar [9], the presence of the discrete lines is indicative 
of spanwise motions of a cellular nature. The lines of tracer fluid 
correspond to regions of upward motion between counter-rotating 
vortex rolls. The foregoing observation is confirmed by an inspection 
of the side vien's. Examining Fig. 4(a), it can be seen that at roughly 
the same point in the side view of the plate corresponding to the oc
currence of parallel lines in the top view, the tracer dye can be seen 
rising off the plate. This is dye that is being lifted off the plate by the 
upflow between vortex rolls. These dye patterns were never observed 
for a stable flow. 

The density difference term, /3AT, in the Grashof number is 3 X 
l f r 4 for Fig. 4(a). For Fig. 4(b), (JAT is increased to 5.1 X 10~4 while 
the main stream velocity is the same. As a result, the flow became 
more susceptible to instability and the onset point has moved forward 
to approximately the 1 ft (0.3 m) point. In this case it can also be seen 
that further down the plate the regular longitudinal vortices begin 
to break up into a highly disordered flow pattern. In Fig. 4(c), with 
the main stream velocity decreased, this succession of the flow pat
terns shifts toward the leading edge of the plate. This indicates that 
the low Reynolds number flow is more susceptible to thermal insta
bility. Physically, one could anticipate this behavior in that at high 
Reynolds number, the buoyancy effects would tend to be washed out. 
The succession from stable two-dimensional laminar flow through 
the development of secondary flow to disordered flow represents the 
first stages of the laminar to turbulent transition process. It is ap
parently characteristic of similar unstable flows, for example, the 
natural convection flow on an inclined plate [9, 10]. 

3.3 Instability Onset Point and Wavelength of Longitudinal 
Vortex Rolls, For a given experimental condition, the distance along 
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Fig. 4(a) Photographs of dye pattern on the heating pl/lte for U", =7.3 em/s,
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Fig.4(b) Photographs of dye pattern on the heating plate for U", = 7.6 em/s.
T", = 24°C• .6. T = 4.1°C. and {J.6. T = 5.1 X 10-4
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Fig. 4{c) Photographs of dye pattern on the heating plate for U", = 2.9 em/s.
T", = SoC, .6. T = 11.SoC. and {J.6. T = 4.4 X 10-4

the plate at which vortices could be first observed is not a precisely
definable quantity. As can be seen from the photographs in Fig. 4, the
position varies somewhat across the plate. It also fluctuated in time.
In a given situation, however, there are positions where there are never
any vortices and similarly positions where there are always vortices.
The zone of uncertainty between these positions is typically of the
order of 20 percent of the distance from the leading edge.

Linear stability theory [8J suggests that the onset points for insta-

bility can be correlated using the Reynolds and Grashof numbers
where the critical length Xc is the distance from the leading edge to
the onset point. Fig. 5 shows the observed onset points correlated in
this fashion where the open points indicate positions at which vortices
were only occasionally observed and the solid points indicate positions
where vortices always existed. The property values of water used in
Fig. 5 were evaluated at the free stream temperature Too. A study by
Seban [21] suggests that this may not be unreasonable for a variable
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property fluid with a high Prandtl number since the thermal boundary 
layer in that case is much thinner than the velocity boundary 
layer. 

The measured onset points using free stream property values were 
found to be correlated by 

GrJc = cxRe Ic (1) 

where c\ was between 46 and 110. When properties calculated at the 
film temperature were used a wider scatter in the experimental results 
occurred. The correlation of the results by equation (1) using film 
temperature properties resulted in c\ being between 30 and 200. 

From a count of the number of lines aligned in the stream wise di
rection distributed across the width of the plate, the average wave
length of the longitudinal vortices can be determined. One wavelength 
corresponds to two counter-rotating vortices. Results for xj\ versus 
ReIc are shown in Pig. 6. The data can be correlated by 

c/X = e2ReXc
1/2 (o rx c A = (0.035-0.070)GrIc

1<'3) (2) 

where c2 = 0.16 and 0.31 bounded the data. 
3.4 Comparison Between Theory and Experiment for In

stability Results. Instability results from linear stability analysis 
[8] are also plotted in Figs. 5 and 6 for comparison. The theoretical 
values for ci in equation (1) are 100 for Pr = 7 and 75 for Pr = 10. As 
mentioned previously, the uncertainty in the measurement of the 
onset point was approximately 20 percent. Taking into consideration 
possible uncertainties in the temperature and velocity measurements 
would result in an estimated uncertainty in ci of approximately 50 
percent. Within the accuracy of the measurements the measured 
values of ci of 46 to 110 are therefore seen to agree with the theory. 

The value of c2 in equation (2) calculated from the theory is 0.28 
and is not very sensitive to variations in Pr. The scatter in the ex
perimental results was quite large for this measurement; however, the 

experimental values of c2 between 0.16 and 0.31 are of the right order 
of magnitude. 

The level of agreement between theory and experiment is rather 
surprising and unexpected in view of the known order of magnitude 
of difference between theory and experiment for the onset of longi
tudinal vortices in natural convection boundary layers along inclined 
plates [10-14] and in the thermal entrance region of horizontal plane 
Poiseuille flow [15,16, 18] both with heating from below. Normally 
one would expect the theoretically predicted onset point to fall below 
that observed in the experiments since the instability must grow to 
a finite amplitude before it can be observed. 

Another factor that may influence the onset of instability is the 
strong variation of the properties of water (in particular its viscosity) 
with temperature. The theory in reference [8] pretains strictly to the 
case of constant fluid properties and in the experiments variations 
through the boundary layer of up to 40 percent in viscosity existed 
for some tests. The onset points were observed to be correlated ade
quately using fluid properties based on the free stream temperature; 
however, some of the remaining scatter in the results may be due to 
the effects of variable properties. 

The circumstances under which the theory and experiment agree 
are already under investigation [22]; however, due to the complex 
nature of the problem it may be some time before the situation can 
be clarified. Normally, in the engineering literature the agreement 
between theory and experiment is taken to confirm the theoretical 
prediction. However, in this particular instance one is cautioned 
against such immediate conclusion. Notwithstanding the foregoing 
remark, the results shown in Figs. 5 and 6 would suggest that the 
theoretical predictions are at least qualitatively correct. 

3.5 Temperature Measurements in the Postcritical Regime. 
Further insight into the character of the unstable flow is obtained by 
examining the temperatures that exist in the boundary layer. The 
temperature profiles in Figs. 7(a), (6), and (c) correspond to the 
conditions in the respective photographs Figs. 4(a), (6), and (c). These 
temperature profiles were measured at fixed positions along the center 
line of the plate. As mentioned previously, the vortices on the plate 
constantly shifted from side to side across the flow direction; thus, 
by averaging the temperature over a period of time at a fixed position, 
an approximate spanwise average of the temperature was obtained. 
Several profiles measured off the center line showed that the mean 
profiles thus obtained were essentially constant across the plate. The 
qualitative behavior observed in these temperature profiles will be 
illustrated using Fig. 7(6). In Fig. 7(b) the measurement of the mean 
temperature profile upstream of the onset of vortices, profile number 
(1), gives a result that is the same as that obtained from the case of 
cooling from below (stable case) and is only slightly below the theory. 
At positions (2) and (3) which are in the postcritical regime with 
longitudinal vortices, it can be seen that the profile has changed sig
nificantly. Both the temperature gradient at the wall and total thermal 
boundary layer thickness have increased above that for the Pohl-
hausen profile. 

Fig. 8(6) shows the peak to peak amplitude ATmax of the temper
ature fluctuation in the boundary layer normalized by the tempera-
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Fig. 5 Correlations for the point of onset of longitudinal vortices in a plane 
Blasius flow heated from below 
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Fig. 6 Correlations for the typical wavelength of the longitudinal vortices 
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(1) A 0.279 1.44 K 1 0 4 At Onset Point 
(2) * 0.845 4.41 x lO 4 Vortices 
(3) & 1.249 6.32 «104 Vortices 
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Fig. 7 ( a ) Mean temperature profiles for condit ions in Fig. 4 ( a ) 
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Fig. 7 ( b ) Mean temperature profi les for condit ions in Fig. 4 ( b ) 
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Fig. 7 ( c ) Mean temperature profiles for condit ions in Fig. 4 ( c ) 

ture difference AT between the plate surface and the free stream. It 
can be seen that upstream of the observed onset point there is very 
little (less than 10 percent) temperature fluctuation in the boundary 
layer. However, after the onset of vortices the amplitude of the fluc
tuations is up to 60 percent of AT. Examining the inserts which show 
samples of the temperature records at various points in the profile, 
it can be seen that at position (2) which is immediately downstream 
from the onset point the temperature fluctuations have a relatively 
long period ranging 10 to 60 s. The fluctuations at this point were 
observed to be coincident with the slow but steady shifting and 
swaying of the vortices in a direction perpendicular to the main flow. 
Further downstream at position (3) the amplitude of the fluctuations 
remains the same; however, they are of a higher frequency indicating 
a more highly disordered flow. This occurs due to a breakdown of the 
regular vortices setting the stage for a turbulent flow. Further tem
perature measurement results shown in Figs. 7(a), (c) and Figs. 8(a), 
(c) confirm these qualitative observations at other flow conditions. 

3.6 Prac t ica l Implications for Forced Convection. Heat 
Transfer on a Horizontal Plate. It would be anticipated that the 
existence of longitudinal vortices in the laminar boundary layer could 
affect the heat transfer rate through the layer. This effect was con-
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Fig. 8( a) Peak-to-peak temperature fluctuation profiles of positions indicated 
in Fig. 7 ( a ) 
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Fig. 8 (6 ) Peak-to-peak temperature fluctuation profiles at positions Indicated 
in Fig. 7 ( 6 ) 

Fig. 8 ( c ) Peak-to-peak temperature fluctuation profiles at positions indicated 
in Fig. 7 ( c ) 

firmed from the measurements of temperature profiles through the 
boundary layer. As noted previously, the development of vortices was 
accompanied by an increase in the mean temperature gradient at wall. 
Thus, the conventional heat transfer calculations neglecting the ex
istence of longitudinal vortices may be in serious error in the 
postcritical regime. The unstable conditions occur when heating from 
below or cooling from above exists and the value of the parameter 
Gr I cRe I c

_ 3 / '2 exceeds some critical value, c\. For practical purpose; 
a value of ci of 100 would be suggested on the basis of the presen 
experiments. In this connection, it is also of practical interest tc 
compare the present instability results with Sparrow and Minkowycz' 
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results [6] for 1 and 5 percent increase in local heat transfer rate due 
to the buoyancy effect on a forced convection flow. The results from 
[6] are also plotted in Fig. 5 for reference. Comparing these results with 
the condition for the onset of instability it would appear that the 
development of longitudinal vortex rolls will be the dominant effect 
of the buoyancy force. 

4 Concluding Remarks 
The present experiments confirm that thermal instability in a 

Blasius flow on a horizontal plate heated from below results in the 
formation of cellular secondary flows in the form of longitudinal 
vortices. Further, flow visualization studies have shown that a suc
cession of flow regimes exist in a thermally unstable Blasius flow on 
a flat plate. These regimes include a stable two-dimensional laminar 
flow regime near the leading edge of the plate, followed by the onset 
of instability and growth of longitudinal vortices, and finally, the 
break-up of these vortices into a turbulent flow. Thus, as was observed 
by Sparrow and Husar [9] for a natural convection flow on an inclined 
plate, the longitudinal vortices are seen as the first stage of the laminar 
to turbulent transition process for a thermally unstable flow. 

In the present study the position of the onset of instability was 
observed to depend on both the free stream velocity and the tem
perature difference across the boundary layer. The condition for 
thermal instability, GrXcRe.,:c"

3/2 > 100, was studied in the Reynolds 
number range 2 X 103 to 105 and the corresponding Grashof number 
range 4 X 106 to 3 X 109. The thermal instability is therefore occurring 
at much lower Reynolds numbers than that for which hydrodynamic 
instability occurs in a Blasius flow. In that case, where thermal effects 
are absent, Tollmien-Schlichting waves constitute the first stage of 
transition at a Reynolds number around 5 X 106. Heating and cooling 
are known to have an effect on this stability limit [24, 25]. Thermal 
effects would also appear to influence the onset of Gortler vortices 
on a concave wall [26]. Another limiting case is that of no free stream 
velocity (Rex = 0) which corresponds to natural convection above an 
upward facing horizontal heating surface. The onset of instability in 
this case has been studied by Pera and Gebhart [23]. The present 
experimental results can be seen as further defining the boundary and 
mechanism of instability in the flow regime between the two limiting 
cases of Re = 0, i.e., pure natural convection, and Gr = 0, i.e., pure 
forced convection. 

It will be noted, however, that as yet the entire range of instability 
conditions has not been explored. In particular, for the flow regime 
with high Reynolds and high Grashof numbers one may anticipate 
that two instability modes, thermal and hydrodynamic, could coexist. 
This flow regime remains, however, as a subject of further re
search. 
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Natural Confection Heat Transfer in 
Beds of Inductively Heated 
Particles1 

Experimental observations of the onset of convectiue motion in beds of inductively heated 
particles have been made. Data for the heat transfer coefficient were obtained from water-
cooled beds of steel particles. The particulate beds were formed in a 10.4 cm dia glass jar, 
insulated at the bottom and on the sides. The free surface of a layer of water overlying the 
bed was maintained at a constant temperature by a copper plate cooled with tap water. 
In the experiments, the depths of the particulate bed and the overlying layer were var
ied. 

The observations showed that increasing the depth of the liquid layer over the bed tend
ed to lower the critical internal Rayleigh number at which the onset of convection oc
curred. For overlying liquid layer-to-bed depth ratios of one or more, natural convection 
was observed to begin at Ri =* 11.5. The heat transfer data for Rj > 11.5 are correlated 
with Nu = 0.190 Riom However, with no liquid layer on top of the bed, natural convection 
was observed to occur at Rj ^ 46, which is slightly higher than observed in earlier studies 
made with Joule heating. 

I n t r o d u c t i o n 

In recent years, considerable research has been done on the onset 
of convection and heat transfer behavior in volumetrically heated 
layers of liquid or particulate beds, because of its applications to 
certain hypothetical accident situations in nuclear reactors. In this 
paper, the convective transfer of heat from volumetrically heated 
particulate beds covered with a finite layer of liquid is studied. 

The earliest theoretical study of the occurrence of natural con
vection in porous media filled with liquid was made by Horton and 
Rogers [l],2 who were interested in the distribution of sodium chloride 
in subterranean sand layers. A similar problem was solved later by 
Lapwood [2], and he obtained the same result as Horton and Rogers 
did for the onset of convection in a porous medium heated from below 
and bounded at top and bottom with rigid conducting boundaries. 
Lapwood's criterion for the onset of convection is: 

Bs,mgMTLPm^ 
CtfVf 

(1) 

1 This work was supported by the Reactor Safety Research Division of the 
U.S. Nuclear Regulatory Commission under Agreement No. AT(04-3)-
34P.A.223 Mod. 1. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER and presented at the Winter Annual Meeting, Atlanta, 
Nov. 27-Dec. 2,1977. Manuscript received by the Heat Transfer Division Au
gust 19,1977. 

In equation (1), P is the permeability of the bed and is assumed to be 
based on Ergun's equation [3]. However, the subsequent experimental 
results of Morrison, Rogers, and Horton [4] did not agree with their 
own or Lapwood's prediction. The basic reason given at that time for 
the discrepancy between experimental and theoretical results was that 
the experiments were performed under unsteady conditions. Later, 
Katto and Masuoka [5] studied, both theoretically and experimen
tally, the onset of convection in a porous medium subjected to a linear 
temperature gradient. From their theoretical model they derived the 
same criterion as that of Horton et al. and Lapwood for the occurrence 
of convection; but they suggested that the thermal diffusivity of the 
mixture, used in the Rayleigh number in equation 11], should be de
fined as the thermal conductivity of the porous medium divided by 
the specific heat and density of the fluid. Thus, their modified crite
rion for the onset of convection is: 

RE 
_ k/g/3/ATLP 

4rr2 (2) 
kmOtff 

The data for the critical Rayleigh number obtained for particle di
ameter-to-bed depth ratios varying from 0.04 to about 1, and using 
glass, steel, and aluminum spheres, were found to correlate well with 
equation (2). 

Analysis of heat transfer across a porous layer bounded between 
two rigid walls was made by Gupta and Joseph [6]. The theoretical 
curve maximizing the Nusselt number as a function of the Rayleigh 
number was computed numerically. The results of this numerical 
analysis were shown to agree very well with the experimental results 
of Buretta and Berman [71. Natural convective heat transfer data of 
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Buretta and Berman for a porous layer heated from below indicated 
a critical Rayleigh number of 33, with a transition in the nature of the 
convective heat transfer at a Rayleigh number between 200 and 300. 
The onset of instability in a porous bed with an overlying layer of 
liquid has been studied both theoretically and experimentally by Sun 
[8]. The porous bed and the overlying liquid layer were bounded at 
top and bottom with rigid conducting walls. The bed was heated from 
below while the liquid layer was cooled from above. Using perturba
tion theory, Sun predicted the Rayleigh number for onset of convec
tion in terms of varying ratios, ?/, of the liquid layer depth to the par
ticulate bed depth. Sun's experimental observations of the critical 
Rayleigh number, for the range of IJ = 0 to 0.21, compared very fa
vorably with the data. His experimental data show that the critical 
external Rayleigh number for the bed decreased with r/, whereas the 
critical external Rayleigh number for the overlying layer increased 
with j). Sun also observed that for a fixed value of the external Ray
leigh number for the bed, the Nusselt number increased as r) was in
creased. 

The thermal instability of a volumetrically heated liquid layer with 
an initially stabilizing or destabilizing temperature profile in the layer 
was analyzed by Sparrow, Goldstein, and Jonsson [9]. From their 
analysis, Sparrow et al. concluded that as the volumetric heating rate 
is increased, a volumetrically heated liquid layer becomes more sus
ceptible to instability, and the convective motion initiates at smaller 
Rayleigh numbers. Experimental observations of heat transfer, as well 
as the initiation of instability, in a Joule heated layer of electrolyte 
bounded horizontally between two rigid plates held at constant and 
equal temperatures were made by Kulacki and Goldstein [10]. Kulacki 
and Goldstein's experimental data indicated that the critical external 
Rayleigh number, based on half the layer thickness, was 620 ± 30, 
whereas the value predicted by linear stability theory was 560. The 
heat transfer data for the upper and lower boundaries with R / varying 
from 580 to 3.78 X 105 and Pr varying from 5.76 to 6.35 were correlated 
as 

and 

Nu7 = 0.756 R / ° 2 5 

N u 0 = 2.006 R / ' 0 1 

(3) 

(4) 

The observations of Kulacki and Goldstein have subsequently been 
confirmed by the experimental work of Jahn and Reineke [11]. The 
problem of upward and downward heat transfer from a volumetrically 
heated horizontal layer with a destabilizing temperature difference 
at the upper and lower boundaries has been analyzed by Suo-Anttila 

and Catton [12]. Their results are in general agreement with those of 
Kulacki and Goldstein, but their magnitudes for the heat transfer at 
the boundaries are different from Kulacki and Goldstein's observa
tions, where the bounding surfaces were held at the same tempera
ture. 

Experimental observations of the onset of natural convection and 
heat transfer in volumetrically heated porous layers with rigid 
bounding walls have been made by Buretta and Berman [7] and Sun 
[8]. In both of these studies, the porous layer contained glass particles 
and volumetric heating was accomplished by the Joule heating of 
water containing 0.01 mole percent of C11SO4. The bottom of the bed 
was an adiabatic surface, whereas the top rigid wall was held at a 
constant temperature. For these boundary conditions, natural con
vection was observed to occur at 

R/,. a* 33. (5) 

In Buretta and Berman's data, a discontinuity in Nusselt number at 
about R/ = 70 for 3 mm dia particles and at about R/ = 200 for 6 mm 
dia particles was observed. No experimental reason for this anomalous 
behavior was given, and it was postulated that bifurcation was 
probably caused by the presence of two different unstable modes. The 
data on the lower branch, covering the range 30 < R/ < 70 for 3 mm 
dia particles and 30 < R/ < 200 for 6 mm dia particles, were found to 
correlate with 

log (Nu ± 0.034) = 0.237 log R/ - 0.356; (6a) 

while the data in the upper branch, covering the ranges 70 < R/ < 900 
for 3 mm dia particles and 200 < R/ < 900 for 6 mm dia particles, were 
found to correlate with 

log (Nu ± 0.070) = 0.553 log R/ - 0.871 (6b) 

Sun did not observe any such discontinuity in his data and also did 
not make an attempt to correlate his data. But a curve faired through 
Sun's data would indicate that the heat transfer could be correlated 
by 

Nu = 0.116 R/0-573 (6c) 

The correlation equation (6c) suggests the critical Rayleigh number 
is about 45. This value is higher than Sun's reported value of 33 and 
the difference can be attributed to variability in data and error re
sulting from personal judgment in drawing a best line through the 
data. The heat transfer predicted by equations (6b) and (6c) differ 
from each other by only a few percent. 

Analysis for the onset of natural convection in a porous medium 

•Nomenclature-
Cps, cpf = the specific heats of the particulate 

material and the liquid, respectively 
D = the inner diameter of the glass jar 
d = the diameter of the spherical particles 
/ = frequency 
g = the acceleration of gravity 
ks, kf, km = thermal conductivity of the par

ticles, the liquid, and volume averaged 
thermal conductivity of the porous medi
um filled with liquid, (kf + (1 — e)ks, re
spectively. 

L, Lf = the depths of the particulate bed and 
the overlying layer of liquid, respectively 

ms, mj = the masses of the particles and the 
liquid in the particulate bed, respectively 

Nu = the Nusselt number for the porous 
layer, as defined in equation [7] 

Nu/ = the Nusselt number for the overlying 
layer of liquid, as defined in equation [9] 

P = the permeability of the porous medium, 

£3d2/150 (1 - e)2 

Q„ = the heat generation rate per unit volume 
of the particulate bed, [(mscps + nifCpf)-
dTldt]IV 

RE = the external Rayleigh number for the 
particulate bed, as defined in equation 
[2] 

R/ = the Rayleigh number for the overlying 
layer of liquid, g&,(Tm - TT)Lj/af»f 

R/ = the internal Rayleigh number for the 
particulate bed, as defined in equation 
[8] 

R/c = critical internal Rayleigh number 
R; = the internal Rayleigh number for a vo

lumetrically heated liquid layer of depth 
L, gt3fQ,L5/S2kfam 

T = temperature 
TB, TM, TT = the temperatures of the bot

tom of the bed, the particulate bed-liquid 
layer interface, and the copper plate, re

spectively 
Tmax - the maximum temperature in the 

bed 
t = time 
V = the total volume of the particulate bed, 

(TT/4)D2L 

z = distance from the bottom of the test 
cell 

ctf = the thermal diffusivity of the liquid 
fif = the coefficient of thermal expansion of 

the liquid 
AT = the temperature difference between 

any two bounding surfaces 
« = the porosity of the particulate bed 
y] = the ratio of the liquid layer depth to the 

particulate bed depth, L//L 
VJ = the kinematic viscosity of the liquid 

Subscript 

c = at the center line of the test cell 
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with internal heat generation has recently been made by Gasser and 
Kazimi [13]. In their model, the top of the particulate bed is assumed 
to be a free surface. For bottom surface temperatures greater or less 
than the free surface temperatures, Gasser and Kazimi have obtained 
a relationship between the critical internal Rayleigh number and the 
external Rayleigh number. More recently, Hardee and Nilson [14] 
have made experimental observations similar to those of Sun. Their 
experimental results, obtained with electrolytically heated, sodium 
chloride-saturated beds of sand, agree quite well with Sun's data. 

The primary purpose of the present work is to experimentally de
termine the criteria for the onset of convection and the magnitude of 
convective heat transfer in a volumetrically heated particulate bed 
when a liquid layer exists over the bed. This configuration is more 
general than those studied previously, and is closer to situations that 
may occur in practice, such as during the cooling of a fuel bed after 
a hypothetical core disruptive accident in a liquid metal fast breeder 
reactor. In the present experiments, induction heating is employed 
so that the heat is generated in the metallic particles rather than in 
the coolant. The bottom surface of the bed is insulated, while the top 
surface of the liquid layer is maintained at a constant temperature. 

Experimental Measurements 
In this work, distilled water was chosen as the test liquid. Prelim

inary experiments with 800-1,000 m/̂  particles showed that at one 
atmosphere system pressure, it was very difficult to attain the onset 
of convection prior to the incipience of boiling in the bed. Thus, to 
reduce the resistance of the bed, larger particles were required. In all 
of the experiments reported in this paper, 304 stainless steel balls 6.35 
mm in diameter and having a sphericity of 5.08 m/i were used. Data 
for the onset of convection and convective heat transfer were obtained 
for particulate bed depths of 26 mm (d/L =* 0.244) and 52 mm (d/L 
~ 0.122), while the depth of the liquid layer overlying the bed was 
varied parametrically from 0 to 209 mm. 

Apparatus and Procedure. A schematic diagram of the test cell 
used in this study is shown in Fig. 1. The particulate bed was formed 
in a 104 mm ID pyrex glass jar. The pyrex jar was insulated on the 
outside with a thick layer of ginned cotton. Five 2.5 mm dia holes, 
equally spaced along the diameter, were drilled in the base of the jar. 
Thirty-gauge chromel-alumel thermocouples were passed through 
these holes and pasted to the bottom surface of the jar with epoxy 

resin. The glass jar was supported on a 20 mm thick plexiglas block. 
Induction heating of the particles was achieved by placing a 10 turn, 
210 mm ID work coil around the jar, and connecting the coil to a 10 
kW, 453 kHz radio frequency generator. The work coil was made of 
a 4.75 mm OD copper tube. In order to obtain uniform heating of the 
particulate bed, constant clearance (=^2 mm) was maintained between 
different turns of the coil by holding it in a plexiglas fixture. 

The surface of the liquid layer overlying the bed was maintained 
at a constant temperature by a 6 mm thick copper plate, forming the 
base of a cylindrical chamber 103 mm in diameter and 40 mm in 
height. Tap water was circulated through this chamber. The surface 
of the copper plate touching the layer of liquid was finely polished, 
while the chamber side surface had fins to increase the heat transfer 
area between the plate and the cooling water. Six 30 gauge chromel-
alumel thermocouples were embedded on the surface of the cooling 
plate at different radii and angular positions. These thermocouples, 
together with three other similar thermocouples used to determine 
the temperature at the interface between the particulate bed and the 
liquid layer, were carried through three sleeves passing through the 
cooling chamber. The thermocouple outputs, after passing through 
a selector switch and a filter to eliminate radio-frequency noise [15], 

| were read on a Houston X-Y recorder. 

Prior to each experiment, the particles and the glass jar were 
thoroughly washed with acetone. The jar and particles were then 
dried, the glass jar weighed, and the particles were added to the do-
sired depth in the jar. The glass jar was weighed again, and the weight 
and depth information were used to determine the porosity of the bed. 
The porosity of all particulate beds studied in this work was about 
0.39, and the maximum error in determining the porosity is expected 
to be less than ±2.5 percent. Calibration of the rate of heat generation 
in the particulate bed as a function of the fractional power output of 
the radio frequency generator was made for each bed depth. For the 
calibration runs, the particulate bed was saturated with distilled 
water; starting with the bed at an equilibrium reference temperature 
and a certain power input to the work coil, the temperature at one of 
the locations in the bed was recorded until the water started to boil. 
Knowing the rate of temperature increase, the thermal capacity, and 
the volume of the bed (particles and water), the heat generation rate 
per unit volume of the bed could be determined. The rate of tem
perature increase at various locations in the bed did not show a dif-

cold water 

Copper 
Cooling Plate 

104 mm ID 
Pyrex Jar 

Thermocouples (1,2,3,4,5)-

Fig. 1 A schematic diagram of the experimental set-up 
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ference of more than ±5 percent. In calculating the volumetric heating 
rate, a mean value of three horizontal and two vertical locations was 
taken. Complete experimental details are given by Rhee [16]. 

After the calibration, more distilled water was added to make an 
overlying liquid layer of about the desired depth. The work coil was 
then energized and the water was deaerated by boiling it for more than 
20 min. Deaeration of the water was done to preclude the possibility 
of any air pockets in the bed. thereafter, the power was turned off, and 
the particulate bed and overlying layer were allowed to cool. The 
cooling chamber was then lowered into the glass jar and gently pressed 
against the top of the particulate bed to smooth out the interface, 
which might have been disturbed during deaeration. Thereafter, the 
cooling chamber was moved to the desired height and firmly fixed with 
clamps. Finally, the positions of the thermocouples at the interface 
between the particulate bed and the liquid layer were adjusted, and 
the particulate bed and liquid layer were allowed to attain thermal 
equilibrium. 

Starting with the bed in a static equilibrium state, the radio fre
quency generator was switched on and a desired power applied to the 
work coil. The temperature of one of the thermocouples at the base 
of the particulate bed was recorded on the X-Y recorder. Initially, the 
temperature was found to increase linearly, but later the rate of 
temperature increase started to fall off asymptotically as steady state 
was approached. If the heat generation rate in the bed was such that 
the internal Rayleigh number was greater than the critical Rayleigh 
number, the temperature in the asymptotic range started to fluctuate 
with time. These fluctuations were an indication that fluid motion 
within the bed had begun. Usually, temperature at one of the locations 
at the base of the particulate bed was monitored for about 15 minutes 
to insure that pseudo-steady state had been established. Thereafter, 
temperature at other locations at the base of the particulate bed, at 
the particulate bed-liquid layer-interface and at the cooling plate were 
monitored one at a time for a span of about five minutes. The fluc
tuations in the pseudo-steady state temperatures possessed a certain 
characteristic frequency and amplitude. Overall it took one to three 
hours to reach steady state in the porous layer after the work coil 
was energized. This time is of the same order as reported earlier by 
Kulacki and Goldstein [10]. When the heat generation rate in the bed 
was such that heat was transferred by pure conduction, no oscil
lations in temperature were observed when a steady state was 
achieved. 

After noting the steady state temperature shapes at various loca
tions, the power was turned off, the system was allowed to come to a 
static equilibrium state, and the above procedure was repeated for 
different power inputs and/or for different depths of the overlying 
liquid layer. 

Data Reduction. Generally, a five-minute time-averaged tem
perature was obtained from the temperature-time traces. These 
temperatures were then used to calculate a mean temperature for the 
surface of interest. For the average temperatures of bottom and in
terface, an area-weighted temperature of different thermocouples 
placed symmetrically about the axis was taken. However, for the 
cooling plate, an arithmetically averaged temperature was chosen as 
the mean temperature, because the maximum temperature difference 
between extreme observations was relatively small. Also, as the 
thermocouples on the cooling plate were placed at different radii and 
angular positions, the extra effort needed to obtain area-averaged 
temperatures was not seen to yield any significantly better informa
tion. For the most severe conditions studied in the present experi
ments, when the maximum temperature in the particulate bed was 
only a few degrees below the saturation temperature, the maximum 
deviation in the cooling plate temperatures was +3.6, —4.1 K, while 
similar values for the interface and bottom surface were +9.8, —7.5 
K and +8.3, -4 .8 K, respectively. 

For the thermophysical properties required to evaluate the Nusselt 
and Rayleigh numbers of the overlying liquid layer, the mean of the 
top cooling plate and the particulate bed-liquid layer interface tem
peratures was chosen as a reference temperature. For the particulate 
bed, the average of the bottom and the interface temperatures was 
chosen as the reference temperature. 

Results 
A total of 27 observations for convective heat transfer in volume-

trically heated particulate beds with nearly insulated boundaries, and 
with an overlying layer of liquid cooled at the top, were made. Out of 
these, five observations fell within the region where conduction was 
the sole mechanism of heat transfer in the porous layer. Data for the 
overlying liquid layer depth-to-particulate bed depth ratios, i\, of 0, 
0.21,1.0, and 3.38 were taken, where the bed depth was 54 mm (LID 
= 0.5), while data for rj = 8.04 were taken with a bed depth of 26 mm 
(LID = 0.25). These data are tabulated in reference [16]. 

The dimensionless rate of heat transfer from the bed was based on 
the temperature difference between the bottom of the bed and the 
particulate bed-liquid layer interface, and is defined as: 

N n -
QuL2 

%km{TB — TA 
(7) 

In equation (7) the conductivity, km, of the mixture is based on the 
volume-averaged conductivity of the steel and water in the particulate 
bed. The internal Rayleigh number in the bed is defined as: 

R/ 
kglfQjSP 

2kn 
(8) 

am 
while the external Rayleigh number, HE, is defined in the same 
manner as suggested by Katto and Masuoka [5] and given by equation 
(2). The Nusselt number for the liquid layer is based on the temper
ature difference between the particulate bed-liquid layer interface 
and the copper plate, and is defined as: 

Nu, ; 
QuLLf 

(9) 
k,(TM - TT) 

The Rayleigh number for the liquid layer is defined in the con
ventional manner. The uncertainties in the evaluation of the Nusselt 
and the internal Rayleigh numbers for the bed are within ±7.1 percent 
and ±10.5 percent, respectively. Similar values for the Nusselt and 
Rayleigh numbers for the liquid layer are ±6.2 percent and ±6.1 
percent, respectively. 

Onset of Natural Convection and Heat Transfer. Fig. 2 shows 
the dependence of the dimensionless heat transfer on the internal 
Rayleigh number of the bed for different values of ?/. The data for r\ 
— 0 are about 5-10 percent lower than Sun's [8] and Buretta and 
Berman's [7] heat transfer correlation, equations (6b) and (6c). This 
is within the uncertainty of the present data as well as those of Sun, 
and Buretta and Berman. However, the dependence of the Nusselt 
number on the internal Rayleigh number is about the same as re
ported by Hardee and Nilson [14], Sun, and Buretta and Berman. The 
critical Rayleigh number, obtained by noting the intercept on the 
abscissa (Nu = 1) of a straight line drawn through the data points, 
shows the critical Rayleigh number to be about 46. The values of R/c 

in references [7,8,14], where Joule heating of the liquid in the pres
ence of glass or sand particles was employed, were reported to be about 
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Fig. 2 Dependence of particulate bed heat transfer on Internal Rayleigh 
number and dimensionless liquid layer depth 
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33. The higher value of R/c obtained from extrapolation of the present 
data is not thought to be due to the bottom surface of the test cell not 
acting as a perfectly insulated surface. The maximum heat loss from 
the bottom of the test cell is expected to be less than 0.7 watts or 0.3 
percent of the heat generated in the particulate bed. The conductance 
of the bottom of the cell is calculated to be 1 W/m2 — K (Biot number 
=* 10), which is too small to be of any significance. However, the 
probable cause of the higher R/c could be the additional resistance 
to transfer of heat from the particles to the coolant. The thermal 
conductivity of steel particles is about 20 times higher than that of 
water; the steel particles thus can be considered to be isothermal 
relative to a water layer of depth equal to the diameter of the sphere. 
For a given temperature drop across the liquid layer, local heat 
transfer from the particles to the thermal layer would depend on the 
nature of flow around the particles. Use of volume averaged thermal 
conductivity is justified when there is no fluid motion in the partic
ulate bed, however at the onset of convection, the thermal resistance 
at the surface of the particles may result in a slightly higher temper
ature drop across the bed. In all of the Joule heating studies [7,8,14], 
the thermal conductivity of the glass or sand particles used was about 
the same as that of the coolant. The particles thus acted only as hy
draulic resistances and were thermally inactive. The volume-averaged 
thermal conductivity of these porous layers under conditions of simple 
conduction would not differ much from natural convection conditions. 
The data of Katto and Masuoka [5] for the onset of convection in 
bottom heated particulate beds also indicate that the critical Rayieigh 
number with steel and aluminum balls was invariably higher than with 
glass balls. Thus, it would seem that dependent on the relative con
ductivities of the coolant and the particles, some variations in RIc are 
possible when the critical Rayieigh number is obtained by extrapo
lating the natural convection data. 

For a volumetrically heated particulate bed having upper boundary 
as a free surface and the lower boundary as a rigid surface, Gasser and 
Kazimi's [13] analysis showed that for external Rayieigh number less 
than 40, the critical internal Rayieigh number could be a double val
ued function of R#. The higher value of critical internal Rayieigh 
number occurred when the free surface temperature was greater than 
the bottom temperature. In the present work, the boundary conditions 
are different than those treated in reference [13] and external Rayieigh 
number cannot be varied independently of internal Rayieigh number 
and vice versa. By definition of Nusselt number, the external and 
internal Rayieigh number are equal at the onset of convection. Al
though obtained under different boundary conditions, it is surprising 
to note that for no liquid layer at the top and particulate bed bottom 
temperature greater than the free surface temperature, the critical 
internal Rayieigh number given in reference [13] is about 40 when the 
external Rayieigh number is also about 40. 

The heat transfer is seen to increase by about threefold when a 
liquid layer of about one fifth of the bed depth lies over the particulate 
bed. The rate at which the heat transfer increases with R/ also in
creases as the depth of the liquid layer increases. As i; increases to one, 
further improvement in heat transfer is observed. But the data for 
tj = 3.38 and 8.04 merely overlap the data for r/ = 1. This means that 
no further improvement in heat transfer is realized for r/ greater than 
one. The heat transfer data for tj = 0.21 is correlated within ±10 
percent as: 

Nu = 0.138 R,° w for r, = 0.21 (10) 

while the data for all other values of IJ are correlated within ±26 per
cent as: 

Nu = 0.190 R/0-690 f o r i ) > l . (11) 

The heat transfer given by equation (11) is about four times higher 
than the heat transfer observed by Sun and Buretta and Berman when 
no liquid layer is present over the bed. In other words, the convective 
motion in the overlying liquid helps to remove more heat from the bed. 
Later on we will discuss the liquid layer heat transfer further. 

The critical internal Rayieigh number is plotted as a function of 
i] in Fig. 3. It is noted that the Rayieigh number at the onset of con-

Fig. 3 Influence of T\ on internal Rayieigh number at the onset of convection 
in the bed 

vective motion in the bed decreases rapidly as r\ is increased to one. 
Thereafter, no further reduction is observed and the critical Rayieigh 
number reaches an asymptotic value of about 12; i.e., 

RIc c± 12 for n > 1. {V.\ 

These results indicate that the convective motion in the overlying 
layer of liquid tends to destabilize the fluid in the bed at lower volu
metric heat generation rates than are required for destabilizatior 
without the layer. 

The Nusselt number of the overlying liquid layer is plotted in Fiu. 
4 as a function of the liquid layer Rayieigh number, R/. In this Fig., 
the general correlation of Hollands, et al. [17], for natural convection 
between two parallel plates, is also plotted. It is observed that tin-
present data for the liquid layer, in which the boundary layer at tin-
particulate bed-liquid layer interface is disrupted because of the in 
flow and outflow of liquid to and from the porous bed, is about 2.5' u 
3 times higher than for a liquid layer bounded between two rigid wall-. 
However, the functional dependence of the Nusselt number on the 
Rayieigh number is about the same as for Benard convection between 
two parallel plates. The heat transfer data for the liquid layer can be 
divided into two groups. For the laminar range (104 < R/ < 4.0 X 10('i. 
the heat transfer data are correlated within ±28 percent by: 

Nuf = 0.715 fl,-0-248 for 104 < Rf < 4.0 X 106 (i:'.l 

In the turbulent region the data are, within ±33 percent, represented 
by: 

Nu/ = 0.234 Rf0-301 for 5 X 107 < Rf < 3.5 X 1010 (M i 

The region of transition from laminar to tubulent flow is seen to lie 
between the Rayieigh numbers of 4 X 106 and 5 X 107. The transition 
region is, again, about the same as has been observed for natur-i! 
convection between two parallel plates [18]. 

The coupling of the heat transfer across the layer of liquid with tin' 
internal heat generation rate in the particulate bed is shown in Fiu'. 
5. Here, the Nusselt number of the layer is plotted as a function of K/ 
for different values of >/. For rj = 0.21 and 1.0, the convective motion 
in the liquid layer is laminar, and in transition region and heat transfer 
is seen to increase as R/0-2. The Rayieigh number of the layer for i; = 
3.38 is in the turbulent range, and the heat transfer is seen to increase 
as R/0'25. The data for 7/ = 8.04, also in the turbulent range, show :i 
slightly higher dependence (R/0-26) on R/. The higher slope for r) -'-
8.04 arises because of the low value of Nu/ observed at R/ =* 10. Th:-
Rayleigh number is close to the onset of convection in the bed; als->. 
the particulate bed is much shallower for ?; = 8.04 (d/L = 0.244). I' 
is possible that initially the flow is affected by the proximity of th'1 

rigid wall to the liquid layer-particulate bed interface. For all of tin' 
data plotted in Fig. 5, it is observed that the cooling plate temperature 
remains nearly constant (289 ± 4 K). This implies that the particular 
bed interface temperature increases as Qv

 4 / 6 or Q„3/4, depending on 
whether the flow in the upper layer is laminar or turbulent, respei' 
tively. 

82 / VOL 100, FEBRUARY 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



•T-rTTTTt-r— r—T— r - rmT| r—T I I I ITT] I I T M I l l | —T—|—| | | ITTT 
O n - 0.21 
A n • 1.00 
a n = 3.38 
7 1 " 8.04 

T rTTTTT 

\*— Transition Region -W 

Nu, - 0.715 R 

. m l i I I I i,„i ) i ,1 i i i i i n 1i i i i 11 | l i i i L - M - L L L i j L I i n , 

Fig. 4 Correlat ion of overlying l iquid layer heat transfer data 
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Fig. 5 Dependence of l iquid layer heat transfer on Internal Rayleigh number 
of the bed 

Knowing the Nusselt number of the liquid layer at R/c from Pig. 
5, the Rayleigh number of the liquid layer at the onset of convection 
in the particulate bed is obtained from Fig. 4. These data are plotted 
in Fig. 6 as a function of -q. The liquid layer Rayleigh number at the 
incipience of convection in the bed increases very sharply as i) is in
creased from zero to two, but thereafter R/ reaches an asymptotic 
value of about 5.5 X 108. Fig. 6 shows that for all of the values of r\ 
studied in the present work, convective motion already exists in the 
liquid layer while conduction is still the mechanism of heat transfer 
in the particulate bed. As the overlying liquid layer has access to the 
particulate bed, the convective motion in the overlying layer tends 
to induce motion in the fluid saturating the pores of the particulate 
bed. The motion of the fluid in the overlying layer becomes more 
vigorous as rj is increased and will tend to destabilize the liquid at 
lower heat generation rates; it will also tend to enhance the heat re
moval from the bed. This is exactly the trend observed in Fig. 2 and 
3. As 7} is increased to about two, R/ corresponds to a fully developed 
turbulent convective motion in the liquid layer, and no further ad
vantage either in terms of a reduction in R/c or an increase in the 

Fig. 6 Variation of overlying liquid layer Rayleigh number with ij at the time 
of onset of convection in the bed 

Nusselt number of the bed is realized by increasing ?/ further. The 
asymptotic nature of R/ at the onset of convection in the bed is con
sistent with the similar behavior of R/c as n is increased beyond 
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Fluid Flow Pattern and the Temperature Distribution in the 
Particulate Bed. The thermocouple readings for the temperatures 
across the particulate bed-liquid layer interface and at the bottom 
of the particulate bed indicate that liquid generally enters the bed on 
the sides and exits from the central portion of the bed. However, in 
two observations for 7] = 0.21 and 3,38, when the heat generation rate 
in the particulate bed was such that RI was close to RIc, the thermo
couple readings indicated that the liquid entered on one side of the 
bed and left from the other side. As the volumetric heating of the bed 
was increased, the one-cell mode of convection shifted to a two-cell 
mode. These observations still need to be confirmed with visual ob
servations. 

As pointed out earlier, the steady state temperature at a particular 
location in the bed or the overlying liquid layer fluctuated with time. 
These fluctuations were quite regular and slow at the base plate of 
the particulate bed, but were random and faster at the particulate 
bed-liquid layer interface and the top cooling plate. The frequency 
of the oscillations in temperature at the center of the particulate bed 
base plate is listed in Table 1 for various values of 1] and R/. It is ob
served that the frequency tends to increase with RI and 1]. This is 
indicative of the close relationship between the vigor of the fluid 
motion in the bed and the oscillations in the local temperatures. The 
temperature distribution at the centerline of the particulate bed and 
the liquid layer when 1] = 1, the depth of the particulate bed is 52 mm, 
RI = 403, and Rf = 9.3 X 107, is shown in Fig. 7. The upper and lower 
bounds observed for the local temperature during a time period of five 
min are also marked in Fig. 7. The bottom of the particulate bed is 
observed to behave as an insulated surface, whereas the maximum 
temperature occurs near the middle of the bed. The thermal boundary 
layers at the particulate bed-liquid layer interface and at the cooling 
plate are quite thin, though precise temperature profiles in the 
boundary layers were not determined because better instrumentation 
would be needed to measure at the small distances involved. The 
temperature in the bulk of the liquid layer is observed to remain fairly 
constant. 

The dimensionless maximum temperatures in the particulate bed, 
noted from· temperature profiles at the centerline of the test cell 
(similar to the one shown in Fig. 7), are plotted in Fig. 8 for various 
values of 1] and R/. The data of Fig. 8 show that for 1] = 0.21 and 1.0, 
when the motion in the overlying layer of liquid is laminar in nature, 
an increase in RI causes the maximum temperature in the bed to in
crease also. However, for 1] = 3.38, an increase in RI is seen to result 
in a slightly lower maximum temperature. It is postulated that the 
highly turbulent nature of the overlying layer of liquid for 1] 2: 3.38 
and RI > RIc tends to induce motion deep enough into the particulate 
bed to lower the maximum temperatlll'e. 

Conclusions 
• The onset of natural convection and heat transfer in volumetri

cally heated particulate beds having finite overlying liquid layers has 
been observed. 

Table 1 Frequency of oscillations in the temperature at the center of the 
base of the particulate bed 

f 
1] RJ (Hz X 103) 

69 1.667 

0.21 347 2.381 
1,030 3.849 
2,510 7.680 

1.00 89 1.922 
403 3.333 

89 3.030 

3.38 410 4.762 
1,200 6.173 
3,250 8.333 

32 3.333 

8.04 134 5.051 
468 9.804 

1,180 11.905 
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• The presence of an overlying liquid layer tends to destabilize the 
fluid in the particulate bed at lower heat generation rates than would 
be required to destabilize a bed without liquid above it. For liquid 
layer depth-to-bed depth ratios, 1], greater than one, natural convec_ 
tion is observed to occur at 

for 1] 2: 1 

• The presence of an overlying layer of liquid tends to enhance the 
transfer of heat from the particulate bed. The heat transfer data for 
1] 2: 1 are correlated by 

Nu = 0.190 R[O.690 for 1] 2: 1 

• The heat transfer capacity of the overlying layer of liquid is 
considerably enhanced because of the inf10w and outflow of liquid to 
and from the particulate bed. The heat transfer data for the liquid 
layer when an inductively heated porous bed, of permeability 4.2 X 
10-2 mm2, lies underneath, are correlated by 

NUf = 0.715 Rf O.248 for laminar f10w 

and 

NUf = 0.234 Rfo. 307 for turbulent flow. 

The transition from laminar to turbulent flow was observed to occur 
for Rf of between 4 X 106 and 5 X 107. 

1.2 , ______ ,-______ ,-_...., 

],0 

0.8 

u 

.~ ~ 0.6 
~ 

u ... 
'";' 

t: 0.4 

0.2 

Bottom 

I ,.'?--,!,---"'!'-.......... 
I . 

I 
PartiCUlate ~ Overlying 
Bed Layer I Fluid Layer 

~!nterFace 

0.2 0.4 0.6 0.8 

Z/(l + Lfl 

],0 

Top 
'.2 
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An Experimental and Theoretical 
Study of Heat Transfer in Vertical 
Tube Flows 
An experimental and theoretical study was carried out for the heat transfer in laminar 
and turbulent tube flows with air and argon. Radial temperature profiles were measured 
at a location 108 tube diameters from the inlet of the vertical, electrically heated test sec
tion. The temperature of the tube wall was also measured. The experimental data were 
in good agreement with the results obtained from numerical solutions of the conservation 
equations and from simplified, fully developed solutions. For turbulent flows the Reyn
olds numbers varied from 10,000 to 19,500; for laminar flows the Reynolds numbers varied 
from 1850 to 2100 while the Rayleigh numbers varied from 70 to 80. 

I n t r o d u c t i o n 

The present work is a study of the heat transfer to a gas flowing 
in a vertical tube (cf. Donovan [15]1). Measurements have been made 
with air and argon in both turbulent flow and in laminar flow. Theo
retical results have been obtained from numerical solutions of the 
conservation equations as well as from solutions of simplified for
mulations for both turbulent and laminar flows. 

The determination of the heat transfer in turbulent pipe flows has 
been the subject of many investigations and comprehensive reviews 
and bibliographies are available which provide a summary of results. 
The present work on turbulent flows therefore serves as a check on 
the experimental system and also gives a basis for appraising models 
for turbulent transport by direct comparison with the measured gas 
temperature profiles. Experimental results were obtained over a range 
of Reynolds numbers varying from about 10,000 to 19,500. 

Measurements of gas temperature profiles were also made in lam
inar flows for Reynolds numbers varying from 1850 to 2100 and for 
Rayleigh numbers varying from 70 to 80. Comparisons with theoretical 
predictions were made and over the range of conditions tested the 
importance of natural convection was clearly demonstrated. 

B a s i c E q u a t i o n s 
The flows investigated in this study are two dimensional, steady 

and take place in a tube that is electrically heated and suspended in 
the vertical direction. The governing equations for the conservation 
of momentum in the axial (vertical) direction and the conservation 
of energy are given by 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 3, 1977. 

du i>u 
pu V pv — 

dX dr 

i a r du"i dP 

dH m i d 
pu —— + pv — = 

bX dr r dr 

rMi r 
Ple/f L 

dH 

• ] | (Id i - + ( P r e / / - l ) u * l 
Teff L d r 

These equations are valid for laminar or turbulent flow; in the former 
case the subscript, eff, is dropped and the resulting variables then 
correspond to the usual molecular transport quantities (cf. equations 
(2) and (4)). The conserva tion equations, including the conservation 
of mass, were solved numerically using the method of Spalding ami 
Patankar [1], The particular program used in this study is specified 
in detail by Mason [2] (cf. Donovan [15]) and will not be repeated here. 
For completeness it is noted that H is the total enthalpy. 

For turbulent flow we take 

Mf p + HT = p + p(2 du 

dr 
& 

in conjunction with the following relations for the mixing length: 

e' = K(ra-r) for K(r0 - r ) < \r0 (3a) 

£' = \r0 for K(r0 - r) > Xr0, CM 

along with the van Driest damping factor [3] given by 

t = r [ l - exp | - ( r 0 - r ) ( r J r i " 2 W * | ] (3c) 

with K = 0.44, X = 0.09, and A* = 26. For the effective thermal con
ductivity we similarly take keff = k + kr so that 

(pe///M)Pr 

keff 
1 + (?-) Pr 

Pry 

(4) 

In our calculations the turbulent Prandtl number, Pry, has been set 
equal to 0.9. 
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For the turbulent flow calculations the initial condition for the axial 
velocity was specified as being uniform from the center of the pipe 
to the position r = 0.9 ro. Over the interval 0.9 ro<r<r0a parabolic 
velocity profile was used. The numerical values for the initial velocity 
profile were chosen to agree with the measured mass flow rate ac
cording to the relation: 

JT O 
urdr 

o 
(5) 

The inlet density, po, was obtained from the inlet temperature, To, 
and the inlet pressure, Po- The boundary condition at the tube wall 
was that of zero velocity and specified heat flux. 

For the laminar flow problem the turbulent transport terms were 
omitted. The only other change is that the initial velocity profile was 
taken to be a parabola consistent with the measured values of the mass 
flow rate. 

In addition to the numerical solutions of the complete basic equa
tions, that is, equations (la) and (16), simplified analyses and results 
have also been used for both the turbulent flow and laminar flow 
problems. In turbulent flow, the well-known results of Deissler and 
Bian [4] for fully developed conditions provide a simple, direct basis 
for comparison with both the experimental data and the more com
plete calculations, and will be discussed in a later section. A simplified 
theoretical determination of the heat transfer may also be made for 
internal laminar forced flows with buoyancy effects (cf. Ostrach [5], 
Hallman [6], Tao [7], and Morton [8]). In these problems the buoyant 
force, which results from variations in the density, causes a funda
mental coupling between the velocity and temperature fields. This 
coupling requires that the solution for the velocity and temperature 
fields be carried out simultaneously. References [5-8] simplify the 
internal laminar convection problem in the vertical direction by as
suming a fully developed flow with constant properties except for the 
density variation in the body force term. The resulting momentum 
and energy equations are then given by: 

/ 1 dp \ LI d /rdu\ 

\PuldX g) r o V V o W 
(ig(Tw - T) = 0 

dT _ a _d_ /rdT\ 
U dX r dr\ dr I 

(6a) 

(66) 

where the subscript, w, refers to wall conditions. Solutions have been 
obtained for the constant heat flux condition and these results are 
discussed in a later section. 

For completeness we also note the important developing flow 
studies carried out by Zeldin and Schmidt in air [9] and by Lawrence 
and Chato in water [10]. These included both experimental and the
oretical results. The measurements in air [9] were carried out at a 
Reynolds number of 500 in a vertical, isothermal tube. A comparison 
of the experimental and theoretical velocity distributions showed 
substantial agreement. However, the experimental temperature 

distributions showed larger radial temperature gradients than were 
predicted. The measurements in water [10] were carried out at 
Reynolds numbers varying from 616 to 1232 in a vertical tube with 
uniform wall heat flux. Good agreement was obtained between the 
experimental measurements and the theoretical solutions. However, 
the authors found that the velocity and temperature profiles never 
became "fully developed" and attributed this to the nonlinear vari
ation of density and viscosity on temperature. 

E x p e r i m e n t a l A p p a r a t u s 
The experimental test section (cf. Figs. 1 and 2) consists of a vertical 

inconel steel tube which is 22 ft (6.7 m) long, 0.049 in. (0.124 cm) thick, 
and 2 in. (5.08 cm) outside diameter. The tube is electrically heated 
with a 3 phase 440V power supply which is attached to electrodes on 
both ends. The tube is surrounded by two radiation shields, 10 and 
12 in. (25.4 and 30.5 cm) in diameter, which are enclosed in a casing 
approximately 16 in. (40.6 cm) in diameter. The casing exterior is 
covered with fiber glass insulation which is 2 in. (5.08 cm) thick. To 
reduce convection losses from the exterior of the 2 in. (5.08 cm) 
stainless steel tube, a vacuum pump is used to maintain the casing 
interior pressure at a value less than 0.1 in. (0.25 cm) of Hg. 

Thermocouples are tack welded to the exterior of the test tube at 
various axial locations (cf. Fig. 2). Several thermocouples are also 
attached to the exterior of the radiation shields at the test location, 
X = 108D. A thermocouple probe, placed in a 0.125 in. (0.32 cm) OD 
stainless steel tube and silver soldered to the outside of a 0.75 in. (1.91 
cm) OD stainless steel tube is inserted from the upper end of the ap
paratus to a location 108 diameters from the start of the heated sec
tion.2 This probe may be rotated so that the thermocouple may pass 
from the pipe center line to the region close to the wall. A perforated 
radiation shield surrounds the thermocouple. A detailed description 
of the probe is available [11,12]. 

M a s s F l o w R a t e 
Laminar Flow. To measure the mass flow rate in laminar flow, 

the gas line is disconnected from the entrance to the experimental 
apparatus and connected to a wet test meter. Since the change in head 
loss caused by disconnecting the gas line from the experimental ap
paratus and connecting it to the wet test meter is small in comparison 
to the pressure drop across the needle valves and pressure regulators 
"upstream," the flow rate may be determined from the relation: 

m = pQ (7) 

The density is evaluated at the ambient temperature and pressure 

2 Inserting and securing the probe a distance of approximately 2.5 ft (0.8 m) 
from the upper end of the apparatus resulted in a test location X/D = 108. This 
location corresponds to fully developed flow conditions. 

. N o m e n c l a t u r e . 

cp = specific heat 
D = diameter 
/ = friction factor 
h = heat transfer coefficient 
hD/k = dimensionless heat transfer coeffi

cient, Nusselt number 
H = total enthalpy 
k = thermal conductivity 
( = mixing length 
m = mass flux 
P = pressure 
Pr = Prandtl number 
1 = heat flux 

9 loss = heat loss from tube 
Q = volume flow rate 

;• = radial coordinate 
ro = tube radius 
rs = shield radius 
R(TW) = resistance per unit of length 
Ra = Rayleigh number = i3gr0HdTJdX)/ 

av 
Re = Reynolds number 
T = temperature 
T+ — dimensionless temperature = (T,„ — 

T)cp VTwpw/qm 

u = velocity in axial direction 
v = velocity in radial direction 
X = axial coordinate 
y+ = dimensionless radial coordinate = (r0 — 

w 

a = thermal diffusivity 
/S = coefficient of thermal expansion 
f = emissivity 
P = density 
T = shear stress 
p: - viscosity 

Subscr ipts 

6 = bulk condition 
eff = molecular plus turbulent 
0 = inlet conditions 
s = shield 
T = turbulent or eddy 
w = wall 
108D = evaluated at X/D = 108 
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For experiments with air, compressed air is available from a storage 
tank maintained at 85 psig by a compressor. Other gases, stored ir, 
pressurized cylinders, discharge into a manifold connected to a rei>. 
ulator which maintains a constant exit pressure to the gas line at a 
value between 40 and 60 psig. This line connects with the system 
upstream of the nozzle in the same manner as the air supply. 

Heat Flux. All calculations were made using the constant, heat 
flux boundary condition [15]. The value of the heat flux was obtained 
experimentally in the following manner. The radiative heat loss from 
the test section to the adjacent radiation shield was calculated ac
cording to the following equation: 

Q loss ~~ " 
<x(?V - 2V) 

( ; - ) 
ro 

(8) 

where the wall and shield temperatures, Tw and Ts, were measured. 
An energy balance on the tube wall at the test section yields the fol
lowing equation for the heat flux to the gas: 

irDqw = IPR(TW) - TrDqh 0) 
The electrical current, /, is measured with a standard a-c ammeter 
and the electrical resistance of the test section per unit of length, 
R(TW), is evaluated at the measured wall temperature. 

Bulk Temperature. The bulk temperature, T&, at the test loca
tion, X/D = 108, was obtained in the following manner. The measured 
temperature profile and the theoretical velocity profile were used to 
calculate the test section bulk temperature, (Tj,)io8D, according to: 

(Tb)i 
Jo puTrdr 

r purdr 

(10) 

The nondimensional heat transfer coefficient, (hD/K)WSo, is evalu
ated based upon this value of the bulk temperature according to: 

\ K I 108D 

QwD 

K(Tw-Tb)\i08D 
(ID 

An inlet bulk temperature, (Tb)0, is used in the numerical calculation 
and was determined from the following energy balance: 

Jloss = rhcp{(Tl,)io8D ~ (Tfc)o] 

where 

and 

-r IW(Tw)dX 

J»108D 
qiossdX 

o 

(12) 

(12a) 

(12ft) 

Use of this value for the inlet bulk temperature in the calculations 
insures the equality of the experimental and the theoretical bulk 
temperatures at the test location. 

Results and Discussion 

since these values are close to the measured values at the inlet to the 
apparatus. 

Turbulent Flow. A standard ASME 0.5 in. (1.27 cm) radius 
nozzle was used to measure the mass flow rate for the turbulent flow 
experiments. The static pressure upstream of the orifice was measured 
with a mercury filled U tube manometer. The temperature upstream 
of the orifice is measured with a thermocouple in the gas stream. The 
orifice static pressure drop is measured with a water filled U tube 
manometer attached to ports in the gas line wall located upstream and 
downstream of the flow nozzle. The temperature of the gas upstream 
of the flow nozzle is measured with a thermocouple. These measure
ments along with the knowledge of the nozzle geometry allow the flow 
rate to be determined with the use of standard ASME tables [13]. 

Turbulent Flow 
Wall Temperatures. The theoretical wall temperature variation 

(T,„ versus X/D) obtained from the complete numerical calculations 
using the method of Spalding and Patankar [1] (cf. Mason [2]) is 
shown in Fig. 3 for several cases which are summarized in Table 1. The 
excellent agreement between the theoretical and the experimental 
results for the wall temperature confirms the validity of the constant 
heat flux assumption that was used in the numerical calculations (cf. 
Donovan [15]). 

Radial Temperature Profiles. Typical radial temperature 
profiles for both air and argon are presented in Fig. 4. The overall 
agreement between the theoretical and the experimental results, in
cluding the values at the wall, is seen to be very good. Near the center 
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Table 1 Turbulent flow, numerical calculations 

(hD/k), (w/m!) 

QO8 
° #167 

oo88 
° #169 

oo08 
#173 

165 

167 

169 

171 

172 

173 

185 

188 

Air 

Ai r 

Air 

Air 

Air 

Argon 

Air 

Air 

17,110 

15,340 

19,520 

16,510 

17,000 

18,490 

14,690 

9,750 

47.9 

44.5 

53.0 

47.3 

48.5 

49.3 

43.6 

32.8 

0.69 

0.69 

0.70 

0.70 

0.70 

0.68 

0.70 

0.70 

1190 

780 

630 

410 

270 

260 

340 

230 

agreement with the calculations for this same value of the Reynolds 
number as shown in Fig. 4, run 188. The discrepancy at this Reynolds 
number between the data of Deissler and Eian and the present data 
(and with the complete numerical calculations) is probably due to the 
value they used for the wall shear stress, rw. The wall shear stress is 
required in the determination of the nondimensional variables y+, 
T+, and u+. The experimental values presented for TW, or the friction 
factor, were obtained from pressure drop measurements which may 
have been inaccurate at low flow rates [4, p. 37]. For completeness, 
it is noted that the calculated values for the friction factor, both from 
the present study and from Deissler and Eian, are in good agreement 
(cf. Fig. 8). 

Heat Transfer and Friction Factor. Nondimensional heat 
transfer coefficients for air calculated for the present experiments are 
presented in Fig. 7 for various Reynolds numbers. The theoretical 
results of Deissler and Eian are also presented. The agreement be
tween their results and the present calculations is excellent and this 
is somewhat surprising in view of the disagreement between the two 

Fig. 4 Temperature profiles in turbulent flow (Buns 165, 173, and 188, cf. 
Table 1) 

20-
+ 

16-

12-

8-

4 -

0-

Theory 

= = = o Experiment (Deissler 

Air 

8 Eian) 
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s^j?° 

calculations 

line, however, the theoretical temperature profile is not as "flat" as 
the experimental profile. This is most noticeable in the higher heat 
flux runs (cf. Fig. 4, run 165) and is believed to be caused by the lim
itations of the mixing length formulation in this region; i.e., u.r -*• 0 
(cf. equation (2)). 

The nondimensional temperature profiles resulting from the nu
merical calculations are also compared in Figs. 5 and 6 with the fully 
developed, constant property calculations of Deissler and Eian [4] and 
also with their experimental data. Since the temperature differences 
are small the constant property assumption should be valid. It can 
be seen that their data at a Reynolds number of 19,000 are in excellent 
agreement with the results from the complete numerical calculations 
except in the region near the pipe center line. This is also consistent 
with the results of the present experiment as discussed herein. 

Of further interest are the data of Deissler and Eian at lower 
Reynolds numbers (cf. Fig. 6 for a Reynolds number of 10,000). The 
data no longer agree with the complete numerical calculations. This 
ls W contrast to the present experimental data which are in good 

Fig. 5 Nondimensional temperature profile in turbulent flow (Re 
19,000) 

Theory 
Deissler a Eian 

constant propH 

Fig. 6 Nondimensional temperature profile In turbulent flow (Re 
10,000) 
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theoretical nondimensional temperature profiles (cf. Pigs. 5 and 6). 
The calculated friction factors are given in Fig. 8 along with the the
oretical constant property calculations from Deissler and Eian. The 
agreement is seen to be good as was previously noted. A summary of 
conditions is presented in Table 1. The maximum value of the ratio 
of the heat loss to the energy generated is 0.14. 

Laminar Flow 
Wall Temperatures. Theoretical wall temperature variations 

obtained from the numerical calculations are shown in Fig. 9 along 
with the experimental data. The values of the wall temperatures re
sulting from the calculations are slightly higher than the experimental 
values. This is because the calculated wall to bulk temperature dif
ference, Tw - Tb, is slightly higher than the experimental value. 
(Recall that the theoretical bulk temperature at the test location, X 
= 10SD, is required to be equal to the experimental value.) Note that 
the experimental and the theoretical wall temperature gradients over 
the range 60 < X/D < 108, are in good agreement, thereby giving 
confidence to the constant heat flux calculation and to the attainment 
of the fully developed conditions which are part of the simplified 
analyses (cf. Donovan [15]). 

Simplified Analysis and Complete Numerical Calculations. 
Typical radial temperature profiles resulting from the simplifie.,1 
analysis and the complete numerical calculations are given in Pig. lu 
along with the experimentally measured values. The agreement be
tween the two theoretical calculations is seen to be excellent. It is 
pointed out that the latter approach includes such effects as variable 
properties, flow development, and flow acceleration. In the simplifie. 1 
analysis, all transport properties are evaluated at the wall temperature 
while the numerical calculations do not make this simplification. 
Variable property effects are small due to the small temperature 
differences. Tables 2 and 3 contain a summary of results obtaine. 1 
from both methods. The maximum value of the ratio of the heat los~ 
to the energy generated is 0.41. 

Typical radial temperature profiles, Tw — T, resulting from the 
simplified analysis3 are presented in Figs. 11 and 12 along with the 
experimental data for air and argon. The agreement between the 
experimental data and the theoretical results is excellent. For com-

3 It is emphasized again that the theoretical results obtained from both I lv 
simplified analysis and the more complete numerical calculations are in ex
cellent agreement. 
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Fig. 7 Nusselt number (XID =108) versus Reynolds number 
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Fig. 8 Friction factor (X/D = 108) versus Reynolds number 
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Fig. 9 Experimental and theoretical wall temperatures, laminar flow (cf. 
Table 2) 
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Fig. 10 Temperature profile in laminar flow (Run 180, cf. Tables 2 and 3) 
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Table 2 Laminar flow, numerical calculations 20 

(hD/k) ] 08D J /1 (w/m2) 

174 
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177 
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Air 

A i r 

Air 

Ai r 

Argon 
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2080 

1880 

1870 

5.19 

5.19 

5.14 

5.21 

5.18 

2.93 

2.94 

2.90 

2.96 

3.01 

30.4 

29.1 

27.6 

26.4 

16.2 
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~~^ ^- . a Experiment 

\ Combined convection 
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Table 3 Laminar flow, simplified analysis 
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Fig. 11 Temperature profile In laminar flow (Run 174, cf. Tables 2 and 3) 
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1910 

2050 

1850 

1850 

5.22 

5.25 

5.25 

5.23 

5.31 

2.89 

2.92 

2.91 

2.92 

3.01 

30.4 

29.1 

27.6 

26.4 

16.2 T „ - T 

(°K> 

pleteness the forced convection, nonbuoyant results are also pre
sented. The increased transport due to buoyancy results in the flatter 
temperature profiles shown. Recall the value of 4.364 for hD/k [14] 
for the nonbuoyant constant property calculation which is about 16 
percent4 less than the values with buoyancy present. 

Conclus ions 
Turbulent Flow. Numerical calculations using the method of 

Spalding and Patankar [1] (cf. Mason [2]) employing a Prandtl mixing 
length model with van Driest damping yields temperature profiles 
which are in good agreement with the experimental data for air and 
argon, although significant differences near the center line are noted. 
The Reynolds numbers varied from 10,000 to 19,500 and the corre
sponding values of the Nusselt numbers varied from 33 to 53. The 
measurements were carried out in an electrically heated tube, 2 in. 
(5.08 cm) in diameter, which was supported in the vertical direc
tion. 

Laminar Flow. A simplified theoretical determination of the heat 
transfer in internal forced flows with buoyancy present (cf. [5-8]) gave 
good agreement with measured temperature profiles in air and argon 
and with more complete numerical calculations. Values of the 
Reynolds numbers varied from 1850 to 2100 while the Rayleigh 
numbers varied from 70 to 80. Over this range of conditions, omitting 
the effects of buoyancy results in a 16 percent error in the Nusselt 
number. 
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A Surface Rejyfenation lode! for 
Turbulent Heat Transfer in Annular 
Flow With High Prandtl Numbers 
Heat transfer for high Prandtl number fluids flowing turbulently in a concentric circular 
tube annulus with prescribed wall heat flux is investigated analytically. This surface re
juvenation based analysis is restricted to thermally and hydrodynamically fully devel
oped flow with constant properties and negligible viscous dissipation. 

This formulation leads to predictions for the Nusselt Number that are in basic agree
ment with predictions obtained on the basis of earlier eddy diffusivity models for 30 < Pr 
< 1000 and 10* < Re < 106. 

I n t r o d u c t i o n 

Theoretical analyses of turbulent heat transfer in concentric annuli 
has been the subject of many recent studies. Among them, Kays and 
Leung [l]2 have obtained solutions for the heat transfer coefficient 
for turbulent annular flow with constant heat fluxes at walls for a wide 
range of radius ratios, Prandtl numbers and Reynolds numbers. Using 
the same classical approach, except with different expressions for 
velocity distribution and eddy diffusivity, Wilson and Medwell [2] 
and Michiyoshi and Nakajima [3] resolved the same problem and 
obtained results in good agreement with those reported by Kays and 
Leung. Recently, Chung and Thomas [4] analyzed the same problem 
based on a different modeling concept known as the principle of 
surface renewal. The strength of this approach lies in the fact that 
modeling parameters, such as the mean residence time, 7, are utilized 
which have physical significance and are measurable. Predictions for 
Nusselt number at both the inner and outer wall, based on both ap
proaches, have been found to be in good agreement with the experi
mental data for air [1], 

Whereas the classical approach also has been applied to the high 
Prandtl number region, the surface renewal analysis of reference [4] 
is confined to moderate Prandtl number fluids because of the use of 
the simplifying assumption that turbulent eddies move into direct 
contact with the surface. Because of the lack of experimental data for 
high values of Pr, it is felt that the supplementation of previous pre
dictions based on the classical approach by surface renewal-based 

1 Present address: Department of Mechanical Engineering, Stanford Uni
versity, Palo Alto, California. 

2 Numbers in brackets designate References at end of Paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 
19,1977. 

predictions would be useful. Therefore, attention now is turned to the 
formulation of a surface renewal-based analysis for turbulent annular 
flow of high Prandtl number fluids. In this analysis, a more general 
form of the surface renewal and penetration model known as the 
surface rejuvenation model will be employed. This model accounts 
for the effect of the unreplenished layer of fluid that has been reported 
to reside at the surface. 

The surface rejuvenation model was first proposed by Harriott [5] 
for interfacial mass transfer. This model is based on the hypotheses 
that 1) eddies intermittently come to within various small distances 
H of the surface, and 2) unsteady molecular transport controls during 
their brief residency at the wall. The major difference between the 
elementary surface renewal model and the surface rejuvenation model 
is that the former is based on the assumption that the approach dis
tance, H, for each eddy is zero, while the latter accounts for the effect 
of the thermal resistance of the unreplenished layer of the fluid near 
the wall region. This effect has been shown to be of negligible signif
icance for moderate to low Prandtl number fluids but of primary 
concern for large Prandtl number fluids [6], 

Early adaptations of the surface rejuvenation model [6-7] to tur
bulent momentum and heat transfer for tube flow were found to be 
extremely time consuming. A more efficient computational procedure 
recently has been proposed by Bullin and Dukler [8], This stochastic 
approach has been adapted to turbulent tube flow by Rajagopal and 
Thomas [9J. In the present study, a stochastic formulation of the 
surface rejuvenation model will be developed for turbulent hea' 
transfer in a concentric annulus, with emphasis on high Prand'l 
number fluids. 

A n a l y s i s 
Consideration is now given to a fully developed turbulent annuls 

flow with constant heat fluxes at the inner and/or outer surfaces "'• 
q\„, and qiw' respectively. Eddies from the bulk stream are assumed 
to arrive continuously at random distances H from the wall, remainn'f! 

92 / VOL 100, FEBRUARY 1978 Transactions of the AOME 
Copyright © 1978 by ASME

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



f0r various lengths of time r. 
Heat Transfer . Based on the surface rejuvenation concept, the 

following system of equations may be written for the instantaneous 
energy transport associated with an individual rejuvenation cycle: 

dT 

dB " 

d 2 T 

'' dy2 

dy 

8>0,0<y< 

qw at y = 0 

T = T 6 a s y - ° 

= f(y) for 0 < y < H 

••Tb lory>H 
at 0 = 0 

(1) 

(2) 

(3) 

(4) 

Qui = liw f ° r the i n n er surface and qw = q%w for the outer surface, y 
is the distance from either inner or outer wall extending into the fluid, 
D is the instantaneous contact time, and f(y) represents the temper
ature profiles within the wall region at the first instant of rejuvenation. 
In the present analysis the viscous dissipation has not been taken into 
account, which becomes significant only when Brinkman number is 
large. 

As can be seen from the above governing equations, the temperature 
of the eddy at the first instant of rejuvenation is assumed to be uni
form and equal to the bulk stream temperature and the curvature 
effect is assumed to be negligibly small. The first assumption is re
alistic for high Prandtl number fluids since the temperature drop is 
concentrated in the wall region. The second assumption is reasonable 
because the residence time of the fluid element is short and the pen
etration depth is shallow for the fully turbulent flow. A recent study 
by Kakarala [10] has indicated that the curvature effect is important 
only when flow is in laminar and transition regions. Since equations 
(1-4) are linear and nonhomogeneous, they can be solved using 
super-position technique and the standard Fourier integral transform 
method. This gives rise to an instantaneous temperature profile of 
the form 

Tb - T(y, 6) = -qwV^/k [2 Vjfr exp (-y2/4afl) - y/Va' erfc 

(y + m (y/2 6) + 1/VI^8 C" [Tb - /(£)] jexp [ 

[ + exp 
Aat 

4a6 J 

- ] ) d | (5) 

With 8 set equal to r, this equation provides a relationship for the 
temperature profile at the end of the residence time, i.e., the initial 

condition for 0 < y < H encountered by the next incoming eddy. 
Following Bullin and Dukler [8], expressions can be written for the 

mean initial temperature profile T(y, 7) and the mean temperature 
profile T(y, 7) as 

Tb-T(y,r)= CPT(r) f" PH(H) C Pf(f) 
Jo Jo Jo 

X[Tb~T(y,r)]dfdHdT (6) 

and 

Tb-T(y,T)= C Pe(8) CPH(H) C" Pf(f) 
Jo Jo Jo 

X [Tb - T(y, 0)] df dH dB (7) 

7 is the mean residence time, P$(B), PT(T), PH(H) and Pf(f) are the 
probabilistic functions for contact time, residence time, approach 
distance and initial profile, respectively. In this work, Danckwerts' 
random distribution function is employed for T and H, [11] i.e., 

1 / H\ 
P „ = = e x P ( - = ) 

(8) 

(9) 

where H is the mean approach distance. An expression will be de
veloped momentarily for 7. From the relation (12) 

there is obtained 

dPe(B) 
PM = - 7 — ^ 

d8 

Po(0) = r e x p ( - z ) 

(10) 

(ID 

Substituting equations (5) and (8)—(11) into equations (6) and (7) 
yields an identical expression for T(y, 7) and T{y, 7) which is given 
by 

Tb - T(y, 7) = Tb - T(y, 7) 

= -(qwVa^/k) exp (-y/Va7) + 1/2 -= p i 
aT J 77 

(-§)/>-M,H-^) 
+ exp( -=-) 

\ V CVT / J 

exp 

d£dH (12) 

- N o m e n c l a t u r e . 

A = VPc/rfH 

Sr = Fanning friction factor 
liy) = truncated curve for temperature 
giy) = truncated curve for velocity 
H_ = mean approach distance 
#+ = dimensionless mean approach 

distance, Hu*lv 
k - conductivity of fluid 
Nu = Nusselt number, 2h(R2-R1)/k 
P = pressure 
P$ = probabilistic function for contact 

time 
PT = probabilistic function for residence 

time 
°H = probabilistic function for approach 

distance 
"/ = probabilistic function for initial 

profile 
Pr = Prandtl number, via 

qa = wall heat flux 
R = radius 
Rm = radius of maximum velocity of the 

flow 

r* = RilRi 

Re = Reynolds number, 2Ub(Ri -
Ri)h 

Sm = RmlR-i 

Tb = bulk temperature of the flow 
T = instantaneous temperature profile 
T = mean temperature profile 
u = instantaneous velocity profile 
u = mean velocity profile 
U* = friction velocity, Vgc aw/p 
Ub = bulk stream velocity 

v = m 
y = distance from either inner or outer 

wall extending into fluid 
z = HIE 

a 

P 

M 
V 

T 

7 
0 
a 

C/l 

= 
= 
= 
= 
= 

li 
II 

= 

Subsc 

w 
b 
1 
2 

= 
= 
= 
= 

thermal diffusivity 
density 
dynamic viscosity 
kinematic viscosity 
residence time 
mean residence time 
contact time 
shear stress 

eddy diffusivity for momentum 
eddy diffusivity for heat 

ylH 

r ipts 

condition at wall 
bulk stream condition 
at inner wall 
at outer wall 
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/(£) in the above integral is defined as 

7(f) = fQ" Pfif) f(& df 

That the mean initial temperature profile T(y, 7) and the mean 
temperature profile, T(y, 7) are identical is independent of the 
boundary conditions involved. The key point is the use of random 
contact time distribution function which yields the same type of 
distribution function for residence time, consequently the same ex
pression for mean initial and mean temperature profiles is ob
tained. 

Non-dimensionalizing the above expression and after some alge
braic manipulations, we obtain the following integral equations for 
the temperature profiles within the vicinity of the inner wall 

Tdv)-Tb 7?!+ 1 - /-* ^ / X , A , , A± r* 

2 Jo 2q\wRi AiRe 

exp( -

— exp (-AiJi) + — 
fri 2 

£ 
* Ti(u) - Tb 

2qiwRi 
|exp M i ( i j + o) 

and the outer wall region 

T2(v) - Tb Hf 

k 

A2Re 
( 1 - r * ) 

+ exp [ l -AJ ) ) • 

— exp(-A2r;) 
hi 

I du dz (13a) 

J exp (-2) I 
0 Jo 

* T2(u) - Tb 

2q2wR2 

|exp (-A2(i? + v)] 

k 

exp [-A2 |i?- I du dz (13b) 

where At = (y/Pi/V7fl) Hh A2 = (Vpi/Vrij H2, r* = RJR2, v = 
y/H, z = H/H, v = £/H with H = Hi, H = H\ for the inner wall region 
and H = H2, H = H2 for the outer wall region. 

The Fanning friction factor at inner and outer wall can be expressed 
in term of total friction factor, fr, [3] as 

fn , . * ( ! _ r 4 -fr 

fr2 = -
1 - r * 

fr 

(14a) 

(14b) 

where sm is the ratio of maximum velocity radius to outer radius. The 
expression of sm proposed by Kays and Leung [1] is employed 
here: 

: + r* 

1 + r" 
(15a) 

This formula has been supported by various experimental data and 
some theoretical predictions [2]. The total friction factor, fr, in a 
smooth concentric annuli, can be obtained from the following familiar 
empirical formula 

1 
1 (Re Vfr) - 0.4 

Substituting equation (14) into (13) and setting 77 equal to zero gives 
expressions for the wall temperatures at the inner and outer surfaces 
in terms of the mean residence time 7 of the forms 

Hi 

2(?i«,fti 
y 2 ( 1 - r * ) 3 

AiRe r*fr(s„ 
-+A-

Jo exp 

(-z 
Jo 

* Ti(u) - Tb 

2qiwRx 

exp (—Aiv) dv dz (16a) 

Tim ~ Tb %-V-2(1 - r * ) 3 

2q2wR2 A2Re fr(l 
2) 

+ A, 
Jo exp 

X ( - I * T2(v) ~ Tb 

%Q2wR2 

exp (—A2u) dv dz (16b) 

The Nusselt numbers at the inner and outer surfaces are expressed 
in terms of equation (16) as 

(17a) 

Nut = 

NU2 

1 1 

T\w — Tb 

2qiwR\ 

k 

1
 (1 

T2w — Tb 

/2q2wR2\ 

-r* 

r* 

- / • * ) 

(17b) 

A relationship for 7 now will be developed in terms of momentum 
transfer given below. As will be seen, the momentum and energy so
lutions are coupled through the mean residence time. 

Momentum Transfer. The governing equations for the instan
taneous momentum transfer associated with an individual surface 
rejuvenation cycle are 

du d2u 1 dp 

dO dy2 p dx 

u = 0 a t y = 0 

(18) 

(19) 

(20) 

a t0 = O (21) 

u = finite as y —• 

u = g(y) for 0 < y < tfl 

= Ub {ovy>H I 

where g(y) is the truncated curve. The pressure gradient in equation 
(18) may be expressed in terms of inner and outer wall shear stresses 
as 

dp 2aiwRi dp 2cr2wR2 2<JIWRI _ d p 

dx ~Rm
2-Ri2°r dx~R2 • R„ 

By definition 

"im = -pUb
2frV «"2w = -pUb

2fr, 

(22) 

(23) 

where fri and fn have been given by equation (14). The coupling of 
the solution of equations (18-21) with equations (22) and (23) and 
with the stochastic process mentioned earlier leads to the following 
integral equations for the velocity profiles within the vicinities of the 
inner and outer walls: 

Ub ~ UIJTI) 

Ub 
-= exp 

\ V C T l ' 
+ -

4H^ r*(l - r*) 

Re 
/ Hj \ 2 ( s m 2 -

2) 

' ( - z ) 

Ub - u2(n) 

Ub 

r / Hi \ 1 1 Hl r°> 
exp ( - — = = 1 , 1 - 1 + - - — i expl 

r Ub - UAv) f f Hi ] 
X Tr exp - - ^ = 0 - 7 , 

Jo Ub 1 L vj.7-1 J 
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H 2 
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IIT 2 

These results give rise to the expressions for the dimensionless mean 
wall shear stresses at inner and outer surfaces of the forms 

Hi AH 
Hi V r*(l 

r*2 fr 

• r*) 2 

r*(l 

Re 

(A)/ 
(A) 

e x p ( - 2 ) 1 

X exp 

* t / 6 - m ( u ) 

Hi 

mW-
(~Ay) 
\ V l'T| / 

do dz (25a) 

1 - s , I—LL 

* 2 

7?. 

H 2 4 i7 , 

Re 
ff. (A) 1 - S m 2 

(A) 7' exp ( - z ) j 
Jo 

X exp ( 

* Ub - u-2(v) 

_Ub 

H2 

VT2 ") 
dv dz (25b) 

In the present computation, the numerical value for H+1 and H+2 are 
assumed to be 5. This assumption is based on the experimental ob
servation with a pipe by Popovich and Hummel [13]. Their results 
have shown that adjacent to the wall there exists a layer of small 
thickness y + = 1.6 ± 0.4 in which a linear velocity gradient occurs at 
virtually all times, but within which the slope of gradient changes with 
time. This finding is basically in agreement with the surface rejuve
nation concept. The mean approach distance associated with strong 
eddies reported by these workers was H+ = 5.05. Since the experi
mental data for the velocity profiles in the sublayer region at both 
inner and outer surfaces are almost the same, the assumption of H+i 
= H+2 appears to be reasonable. Therefore, the left hand side of 
equation (25) is known if the Reynolds number and the dimensions 
of the annulus are fixed. The parameter H/\^pT can be solved from 
equations (24) and (25) simultaneously by iteration. Once ? is estab
lished, the Nusselt number can be solved from equation (17). 

The iterative procedure involved in computing the temperature 
profile includes 1) the assumption of a value of H/\fvT , 2) the itera
tive computation for (Ub - u)/Ub in the vicinity of the inner and outer 
walls from equation (24) (the first two terms of the right hand side 
of equation (24) are used as an initial guess), 3) a comparison of the 
wall shear stress obtained by the substitution of (Ub — u)/Ub into 
equation (25) with the exact value of wall shear stress which is ob
tained directly from equations (14) for the specified Reynolds number, 
4) the selection of a new estimate for H/y/H? by solving the third order 
(in Hl\f7r) algebraic equation, equation (25) (note that the left hand 
side of equation (25) is given), 5) the computation of a second ap
proximation for (Ub — u)/Ub by the substitution of the improved 
value of H/\A>T into equation (24). (These computational steps are 
repeated until the wall shear stress converges to within 1 percent of 
the correct value), and 6) the substitution of the final value of H/y/H^ 
into equation (13) and the iterative solution of this equation for the 
mean temperature profile (the first two terms of the right hand side 
of equation (13) are used as the initial guess). In evaluating double 
integrations in equations (13), (24) and (25), the methods of Gaussian 
and Gaussian-Laguerre quardrature are employed. It is found that 
the numerical technique employed in the present analysis converges 
rapidly. The computer program involving the details of calculation 
Mentioned above is available in reference [14]. 

Results and Discussion 
The numerical solution of equations (24) and (25) for H/y/Tf are 

tabulated in [14] for different values of radius ratio and Reynolds 
number. It is found that for given Re and r*, the mean residence time 
°f eddies in the inner wall region is always shorter than that in the 
outer wall region. As a consequence, the Nusselt number at the inner 
surface is expected to be larger. 

Based on the values of H / V 7 ? , the Nusselt numbers computed 
from equation (17) are presented graphically in Figs. 1-6. Nusselt 
numbers at both inner and outer surfaces are plotted against Reynolds 
number ranging from 104 to 106, with Prandtl number as a parameter 
varying from 30 to 1000. The radius ratios are chosen as 0.2,0.5 and 
0.8. As expected, the Nusselt number at the inner surface is greater 
than that at the outer surface. Unfortunately, no experimental data 
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for Nusselt number in turbulent annular flow for high Prandtl number 
exist in the open literature; nor is any simple heat transfer correlation 
in terms of Pr, Re and r* available. However, theoretical solutions 
based on the classical eddy diffusivity model [1-3] have been available. 
The recent results of Michiyoshi and Nakajima [3] which do not differ 
much from those of Kays and Leung [1] are included in Figs. 1-6. 
Nusselt numbers at the inner surface predicted by Wilson and Med
well [2] are available for certain values of Re, Pr and r* only. They are 
included here for the purpose of comparison. It is found that the 
present analysis is in reasonable agreement with that of reference [3]. 
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The results of Wilson and Medwell fall between the present results 
and those of [3]. 

The numerical results of two limiting cases for r* = 0 and r* '" 1.0, 
which correspond to the cases of circular pipe and two parallel plates 
flows, respectively, are also computed. These limiting solutions 
compared well with the previous theoretical works [1,3]. Comparisons 
show that the present solutions with r* = 0 agree with the experi
mental data compiled in [15] within at least 10 percent for a wide 
range of Prandtl and Reynolds numbers. 

As pointed out by Schlichting, at this stage of development the 
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turbulent flow problem must be solved by a semi-empirical theory. 
Just as other turbulence models do, the present analysis involves 
certain empirical constants. They are H+i, H+2 (in the analysis we 
assume / / + 1 = H+2 - 5), the radius of maximum velocity and friction 
factor correlation. Note that in this work, the mean residence times 
TI and 72 are obtained from the application of surface rejuvenation 
model to momentum transfer plus the information of radius of max
imum velocity, sm and the friction factor fr. If the experimental data 
for ?i and ?2 are available, it would be unnecessary to use sm and 

fr-
To date, the techniques for measuring T and H are available for pipe 

flow. Popovich and Hummel [13] applied a flash photolysis method 
for non-disturbing turbulent flow to measure the approach distance 
of the eddies. Meek and Baer [16] and Thomas and Greene [17] used 

i flush mounted anemometer probes for measuring the mean bursting 
period. It is anticipated that the same measurement techniques can 
be applied to turbulent annular flow. It should be pointed out that 
the predicted 7 and velocity profile based on the surface rejuvenation 
model agree reasonably well with the measurement of [16] and [17]. 

', The comparison was presented in an earlier paper [7] which was based 
j on Harriott's model instead of the more efficient stochastic approach 
j of Bullin and Duckler [8], 
i A comparison between the surface rejuvenation and the elementary 

surface renewal models associated with flow in an annulus is illus
trated in Fig. 7. The simple surface renewal model is a limiting case 
of surface rejuvenation model with H+ = 0, which implies that all 
eddies are directly in contact with the wall. Obviously, the model is 
not appropriate for flow with high Prandtl numbers for which the 
major thermal resistance is concentrated in the wall layer. It is seen 
from Fig. 7 that for moderate Prandtl number, the Nusselt number 
predicted by the two surface renewal type models is in good agree
ment; however, as the Prandtl number increases, the elementary 
surface renewal model appears to over-predict the heat transfer rate. 
This is due to the thermal resistance effect of the unreplenished layer, 
which becomes significant for the high Prandtl number fluids. The 
numerical results show that the surface renewal model yields a relation 
of Nu <= Pr1 /2 while the surface rejuvenation model predicts Nu °° 
Pr1/3. 

Conclusion 
An analysis has been presented to estimate heat transfer charac

teristics for turbulent fully developed annular flow, with emphasis 
', on high Prandtl number fluids. The predicted Nusselt numbers are 

graphically presented for a wide range of Reynolds numbers, Prandtl 
numbers, and radius ratios. The same problem has been attacked 
earlier, using the eddy diffusivity approach which involves analogical 
relationship for thhm m terms of Pr and an empirical assumption 
regarding the variation of em/i> near the wall region. In the present 
approach, predictions of Nusselt number are made in terms of 7 and 
H which are directly measurable. The alternative to measuring 7 di-

j rectly is to predict 7 from easily measured wall shear stress or friction 
i factor. (Note that the eddy diffusivity models also rely upon the in

formations of sm and fr). Although this provides an analogical rela-
I tionship between Nusselt number and friction factor, the important 

point is that a physically meaningful parameter, 7, provides the basis 
for this analogy. It appears that the present model gives a clear picture 

' in describing the exchange mechanism between a turbulent fluid and 
I its boundary. This mechanism is consistent with the previous ex-
; perimental observations of Fage and Townsend [18], Lin et al. [19], 
1 and Popovich and Hummel [13]. 
j 
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Combined Conductive and Radiatiwe 
Heat Transfer in an Absorbing and 
Scattering Infinite Slab 
Simultaneous radiation and conduction heat transfer results are presented for an absorb
ing and isotropically scattering medium having negligible emission. The radiatively par
ticipating medium is assumed to be one-dimensional and bounded by an opaque substrate 
and by a semi-transparent top interface. The boundary interfaces are assumed to reflect 
and transmit radiation in accordance with Fresnel's equations and Snell's law, respec
tively. A diffuse radiative flux, along with a conductive flux, is assumed incident upon the 
particpating medium at the top interface. The Chandrasekhar solution to the transport 
equation is employed, then the solution of the governing energy equation is formulated 
for the radiatively participating medium. Heat transfer to the substrate is presented as 
a function of the governing parameters: albedo, optical thickness, and substrate and me
dium refractive indices. Finally, dimensionless temperature profiles are shown. Solutions 
for a convective boundary condition are also derived. 

Introduction 

The transfer of heat simultaneously by conduction and radiation 
occurs in many materials such as foams, fibers, powders, and other 
semi-transparent materials of practical engineering importance. The 
problem considered here is for negligible emission. Negligible emission 
can even occur in the analysis of reentry heat shields where "severe 
environments" [l]1 are encountered, i.e., where the imposed (incident) 
radiation is much more intense than that which is internally emitted. 
Here it is important to determine not only the heat flux but also the 
temperature profile, in order to compute the thermal stresses induced 
across the medium. In addition to these applications, the analysis 
presented here is also important for its application to cryodeposits 
formed in thermal vacuum chambers, formed upon cryogenically-
cooled optics, and formed upon cryogenically-cooled storage tanks 
used in outer space. Here the cryodeposit emission is negligible, but 
part of the incident radiant energy is radiatively scattered and 
transmitted to the substrate, while the absorbed portion is conducted 
to the substrate. It is important to be able to determine the temper
ature profile because at certain temperature levels cryodeposits are 
expected to undergo structural phase changes [2] which are known 
to affect the reflectance (due to increased internal scattering) and thus 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the AIChE-

ASME Heat Transfer Conference, Salt Lake City, Utah, August 15-17, 1977. 
Revised manuscript received at ASME Headquarters October 6,1977. Paper 

No. 77-HT-50. 

affect the transport of heat to the substrate. Having a means of pre
dicting the temperature profile would permit a better estimation ci!' 
when this phase change and hence reflectance change will occur. 

Most of the work done for combined conduction and radiation h;is 
been for a medium bounded by two constant temperature plates wil ii 
diffuse boundaries, [3, 4, 5]. An extensive bibliography of related 
problems dealing with simultaneous conduction and radiation heat 
transfer in a radiatively participating medium is given by Viskanla 
and Grosh [6]. In spite of the work that has been done, most of the 
solutions have been given in terms of integral equations, or solution? 
have been performed for mathematically simplified approaches t» 
the transport equation, such as that of Kubelka-Munk [7] as used in 
[8]. Little has been done toward using the Chandrasekhar [9] solution 
to the transport equation in connection with the energy equation t<> 
solve the coupled conduction and radiation problem. In this work, tin1 

Chandrasekhar solution to the transport equation is used in con
junction with the energy equation to provide a solution which is ea.-y 
to employ. 

Statement of Problem 
The geometry and coordinate system associated with the simul

taneous conduction and radiation of heat to the substrate are shown 
in Fig. 1. The nomenclature employed in Fig. 1 is essentially the sam" 
as that used in [10] and [11]; regions 1,2, and 3, respectively, represent 
air, radiatively-participating medium, and opaque substrate, io ' s tl"' 
incident radiant intensity which is taken to be diffusely distribute''. 
The dielectric coating is partially transparent and the opaque sub
strate is considered to be either a conductor or dielectric haviiin 
negligible emission. The air-coating interface is assumed to reflc'1 
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Fig. 1 Coordinate system and geometry 

and transmit radiant intensity according to Fresnel's equations and 
Snell's law, respectively; the substrate is a Fresnel reflector. The ex
ternal and internal reflectances of the top interface are designated 
as pn and P21, respectively. Also, the reflectance of the coating-sub
strate interface is designated P23. 

The interior of the radiatively-participating coating is considered 
to be absorbing and isotropically scattering. Emission is considered 
to be negligible either due to the substrate being cryogenically cooled 
or due to the radiation incident upon the top interface being that 
characterized by a "severe environment" [1] (e.g., radiation emitted 
from an entry probe gas cap at 20,000 K diffusely incident on a ma
terial at 1000 K). The medium is considered to be non-gray with re
spect to radiative transport and the radiative intensity field is as
sumed to be axisymmetric. A specified conductive heat load, (jc, is also 
assumed to be incident upon the top interface; this heat load may be 
considered as either positive (heat added) or negative (heat with
drawn) from the coating (see Appendix for the case where this heat 
load is due to convection). The total heat load to the substrate is 
designated by <?o and also may be positive or negative. 

Analys i s 

The monochromatic radiative transport equation subject to the 
above assumptions is 

di(r, p) —i(r, p) t W 

Yp + - I £(T, p')dp' (1) 

where i(r, p) is the local radiant intensity, I(T, p), nondimensionalized 
by the diffusely incident intensity Io (Pig. 1); p is the cosine of the 
internal polar angle 0 defining the direction of/(r, p); W = al(a + k) 
is the albedo parameter, and r is the local optical depth which is re
lated to the position coordinate y by 

• = J y (a + k)dy' (2) 

with a and k being the scattering and absorption coefficients, re
spectively. Regular Fresnel reflection and refraction are assumed at 
the coating boundaries. Mathematically these boundary conditions 
are expressed as 

((T0 , - M ) = P2I(M)I'(TO, M) + [1 - PI2(M'))"22 (3) 

for the coating-air interface and 

i(0, P) = P23(M)*'(0, -H) (4) 

for the coating-substrate interface where ri2 is the refractive index 
of the coating and p' is the cos #i with d\ being the external polar angle 
(Fig. 1). The directions \x' and p are related by Snell's law 

M' = [l - (1 - M W (5) 

and TO = T(V = L) where L is the coating geometrical thickness. 
The solution to the transport equation, equation (1), is accom

plished by the method of Chandrasekhar. The objective of the 
Chandrasekhar method is computation of the eigenvalues and ei
genvectors of the coefficient matrix associated with the system of si
multaneous differential equations resulting from the use of discrete 
coordinates. Once the eigenvalues and eigenvectors are determined, 
the homogeneous solution is known; the integration constants are then 

•evaluated from the boundary conditions. 

Before the eigenvalues and eigenvectors can be computed, the 
transport equation, equation (1), together with the boundary condi
tions, equations (3) and (4), must first be rewritten in terms of the 
discrete ordinates. This consists of replacing the integral term in 
equation (1) by a Gaussian quadrature of the form 

x; f(x)dx 
p 

•• E ajf(xj) (6) 

where xy are the quadrature points (discrete ordinates), aj are the 
quadrature weights, and p (which is an even integer) is the order of 
the quadrature approximation. Replacing the integral term in equa
tion (1) by equation (6) yields a system of p simultaneous differential 
equations 

. N o m e n c l a t u r e -

a;, aj, ak = quadrature weights 

Cj, cp+i-j = integration constants in equation 
(11) 

h = convective heat-transfer coefficient 
I - local monochromatic radiant intensity in 

coating 
h = incident radiant intensity on coating; 

monochromatic for non-gray coating, total 
for gray coating 

i = I/Io, dimensionless monochromatic in
tensity 

K = thermal conductivity of coating 
k = absorption coefficient of coating 
L = geometrical thickness of coating 
N = conduction-radiation parameter 

n\, n% na = refractive indices of air, coating, 
and substrate, respectively 

p = order of quadrature 
qc ~ conductive heat flux incident on coating 

top interface 
go = total heat transfer to substrate 
qn = monochromatic radiative flux 
qcs = conductive heat transfer to substrate 
qiis — total radiative heat transfer to sub

strate 
T, Ts — coating temperature and substrate 

temperature, respectively 
Taw = adiabatic wall temperature 
W = scatter albedo of coating 
y - position coordinate in coating 
0 = internal polar angle (see Fig. 1) 

01 = external polar angle (see Fig. 1) 
0C = internal critical angle (see Fig. 1) 
\ , \j = eigenvalues 
p., p' = cos S and cos 0i, respectively 

Pi, Pj, Pk, Pe> Pe' = quadrature points (dis
crete ordinates) 

v = radiation frequency 

P12, P21 = external and internal reflectances, 
respectively, of coating top interface 

P23 = reflectance of coating-substrate inter
face 

a = scattering coefficient of coating 

T, TO = local optical depth and coating optical 
thickness, respectively 

<j> = azimuthal angle (see Fig. 1) 
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di(r, i 
+ — T. aflir, HJ), £~\, 

dr /ig 

with boundary conditions 

i(ro, ~Ht) = P2l(Mf)i(T0, « ) + [1 ~ P12(M/) ]«2 2 , 

(7) 

' = 1, p /2 (8) 

and 

j(0, M) = P23(M^)i(0, -m), t = l P/2 (9) 

It has been shown [12] that the eigenvalues of equation (7) are the 
values of X which satisfy 

jh (1 - X V ) ' W 
(10) 

The eigenvalues of equation (10) occur in plus and minus pairs and 
are bounded such that 0 < Ai2 < 1 V < X2

2 < I V < . . . < Ap
2/2 < 

l/np
2/2. Thus all the roots (eigenvalues) X2 have individual bounds. 

Using these bounds, the numerical solution for the roots of equation 
(10) converges very rapidly. The solution of equation (7) for W =* 1.0 
is given by 

p/2 1 
I(T, He) = L 

; = i 1 ~ X , V 2 [c;(l - \jne)exiT 

+ c p + w ( l + \jne)e-^], £=1 p (11) 

(The solution for W = 1.0 is presented in [9], but is not considered 
here since the radiative and conductive heat transport become un
coupled.) 

The values CJ and cp+i-j[j = 1,. . . , p/2] in equation (11) are the 
p integration constants determined from the boundary conditions. 
Substitution of equation (11) into equations (8) and (9) yields a system 
of p nonhomogeneous linear algebraic equations to be solved for the 
p values of c; use of the Gauss-Jordan method, Cholesky [13] method, 
or other computer library routines readily allows determination of 
the integration constants. Thus the solution of equation (7) is given 
by equation (11) which only requires the determination of the ei
genvalues X from equation (10) since the eigenvectors are explicitly 
expressed in equation (11); then the integration constants are easily 
found via standard techniques for solving systems of nonhomogeneous 
linear algebraic equations. The results presented in this paper were 
obtained using a 48 (p = 48) point single Gaussian quadrature. 
However, it should be noted that higher or lower quadrature orders 
may be used and also different types of quadrature formulas may be 
used such as the double Gaussian quadrature. 

Now it is necessary to derive an expression for the spectral radiative 
flux, qn. Consistent with the axisymmetric assumption, the dimen-
sionless radiative flux at optical depth T in the coating may be ex
pressed in terms of the Gaussian quadrature as 

<?fl(r) P 
— — = ^ L v , mmai 

Trio i=l 

(12) 

Substitution of equation (11) into equation (12) and rearranging 
yields 

—— = 2 1 ( 1 - \m) (c,-eV E — - — 
irlo ;=i \ ;=i 1 + AjM 

+ cp+l.je-^±-^-) (13) 
i=l 1 - XjHi' 

The summations over index i in equation (13) can be simplified so as 

to yield 
qR(r) A(l-W) Pn (1 - x - w ) 

= _4 _ — •£ ; (eye V - Cp+i-je x'r) (14) 
Trio W j - i 

Having an expression for the spectral radiative flux, the solution 
to the problem of combined conduction and radiation can be formu
lated. The energy equation may be written [14] as 

£(-*fK(J><"*)- o (15) 

where K is the thermal conductivity of the coating, T is the temper, 
ature at depth y in the coating (Pig. 1), and v is the radiation frequency 
which ranges from 0 to <=. The boundary conditions for equation (15j 
are 

T(0) = T S at y = 0 (16) 

where Ts is the temperature of the substrate, and performing an 
energy balance at the top interface yields 

K—\ =qceXy = L 
dy\L . 

(17) 

Integration of equation (15) yields 

T = Ts + K X " (SJ tlR(y')dy' ~ 4R{y = L)y) dv + ^ K 
(18) 

where K has been assumed constant and the boundary conditions in 
equations (16) and (17) employed. Further assuming that a and k are 
independent of temperature and position, equation (18) along v/ith 
equation (14) allows the development of an explicit expression for the 
temperature profile in the medium, 

T-
m 4ir /* 

Jo 
h 

K 
(i - w) pp (i - x y 

o (<r + K) W jh X;2 
; '=i 

eK'T) + cp+i-j(l - e~xir)] dv 

{1-W) 

X [c;(l 

+M4«+ 4 'X" / o 

• Xj/ij) 

w 
p/2 (1 

x E — 
; = i 

(cjex'To - Cp+i-je-^o) dv 

(19) 

where r = (a + k)y and TO = (<r + k)L. 
The expression for the heat transferred to the substrate is the sum 

of the heat transferred by conduction and radiation. The heat con
ducted to the substrate is given by 

.dT\ . r" r (1 
h J* CO ( 

„ . o 

W) Pj? (1 - XjHj) 

W h Ay 

X [cj(ex'T<> - 1) + Cp+1-/(1 ™ e-x>r°)] dv (20) 

and the radiative flux absorbed by the substrate is given by 

<?*s=2 f" f11(0,-^)11-
Jo Jo 

P2l(n)]lidndv •• f " q n ( 0 ) d v 
Jo 

which, by means of equation (14) can be expressed i 

<7flS : irr I I0 
Jo 

(1 - W) Pg (1 - XjHj) , 

J = l 
[Cj - Cp+1-;J W p i X; 

The total heat transferred to the substrate is given by 

<?o = Qcs + <JRS 

which, from equations (20) and (22), can be written as 

\w) 

(21) 

(22) 

(23) 

<?o = <Jc + 4-IT I 

Jo 

' (l-W) P/2 (1 
0 w ^ \ 

W y=i Xj 
(Cj.eA,To _ cp+i-ye~xJT») dv (24) 

Prom equations (19), (20), (22), and (24), the temperature profile 
and the conductive, radiative, and total heat transfer to the substrate 
can be respectively calculated provided the spectral optical properties 
of the non-gray medium and substrate, a, k, n% and 11%, are known. 
For such a non-gray situation, the integration with respect to fre
quency could be numerically performed using the standard technique 
of subdividing the total frequency interval into a finite number of 
sub-intervals. However, for the purposes of obtaining analytical re
sults and illustrating the effects of the pertinent dimensionless pa-
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rameters, the medium and substrate optical properties will be as
sumed gray. This yields much simpler analytical expressions for the 
temperature profile and conductive, radiative, and total heat transfer 
to the substrate, 

T , , (1 - W) P/? (1 - Xjnj) . „ . . , , ,, , „ 
.— = x+ Y, -1- c,-(l - e V ) + c B + i - ; ( l - e~Xr)] 

, / l (jc ( 1 - i V ) P/? (1 - Xjnj) 

\4TVir/o WN ;=! Ay 

[ c . eX;ro_C p + we-A/T0A (25) 

qcs Qc , 4(1 " W) P/2 (1 - Xjnj) 
= 1 2^ 

irlo Trio W j=\ Xj 

X [cjie^o - 1) + c p + w ( l - e-^o)] (26) 

M-W^f il^aa>[ Cj-Cp+w] (27) 

<?o __ gc , 4(1 - W) P £ (1 - XJHJ) 

X [c;e
x^o - Cp+i-ye-V'o] (28) 

where TV = K(a + k)Ts/iirIo with I0 for the gray case (equations 
(25-28)) related to To for the non-gray case (equations (19,20,22,24)) 
by 

io(gray) 
Jo 

Io(non-gray)di' (29) 

From equation (19) or (25) it is seen that when the radiation is 
uncoupled from the conduction (W = 1.0) the temperature profile is 
linear. If in addition to being uncoupled, q0 = 0, then the temperature 
of the coating is a constant and is equal to the substrate temperature. 
It is the radiation terms in equation (19) or (25) which give rise to 
non-linear-temperature behavior. From equation (19) or (25) it is also 
seen that for a very high thermal conductivity (TV —• •») the temper
ature across'the coating also approaches Ts- However, from equation 
(20) or (26) it is seen that the thermal conductivity does not effect the 
conductive heat transfer. This is because of the assumption that the 
coating was nonemitting. The beauty of equations (25), (26), (27) and 
(28) is that they are simple to evaluate. 

Mesul t s 

The primary analytical results are given by equations (25), (26), 
(27), and (28). The results based on these equations are now shown 
in the form of temperature profiles (equation (25)) and total heat 
transfer to the substrate (equation (28)). The temperature profiles 
as a function of TV and W are shown in Fig. 2. Since TV represents the 
importance of conduction to radiation heat transfer, it is seen for a 
given substrate temperature that as TV increases the temperature level 
is decreased. This is important when a given threshold temperature 
indicates the onset of melting or a crystalline structure change which 
can affect the structural characteristics of the coating. As stated 
earlier, N has no effect upon heat transfer to the substrate; thus the 
thermal conductivity of the coating becomes important in determining 
structural effects without influencing heat transfer. Also in Fig. 2 it 
is seen that as W increases, the temperature level within the coating 
is likewise reduced for a fixed TV. This is because larger W values 
correspond to more scattering; more scattering means that more ra
diation is scattered out of the coating and less energy is absorbed, thus 
causing the temperature increase to be less. Also when the coating is 
conductively cooled on top, the temperature level may be significantly 
reduced. The radiation terms in equation (25) cause the profiles to 
deviate from the linear profiles which would be expected for pure 
conduction. 

In Fig. 3 the total heat transfer to the substrate is shown as a 
function of optical thickness with coating refractive index and albedo 
taken as parameters. Since the conductive heat load qc/irIo will cause 
the heat transfer results to be shifted by a constant amount (see 
equation (28)), results will only be shown for qc = 0.0. Results for a 

nonzero conductive heat load can easily be obtained by addition or 
subtraction of the value of qcUhy Fig. 3 shows that for low albedo (W 
= 0.10) the heat transfer to the substrate is essentially independent 
of optical thickness because the coating is highly absorbing and con
ducts the absorbed heat to the substrate, which in this case is a low 
reflector (black paint). The absorption is so strong for the low albedo 
coating that significantly increasing optical thickness does not ap
preciably increase the absorption of the incident radiation. For high 
albedo (W = 0.99), the effect of increasing the optical thickness is to 
cause a large reduction in the amount of heat transfer to the substrate. 
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Fig. 2 Nondlmensiona! temperature profile as a function of dimensionless 
distance lor various values of N and W 
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Fig. 3 Heat transfer as a function of optical thickness of various values of 
n2 and W; ns = 1.48 - iO.OO and qc/-w!0 = 0.0 

Journal of Heat Transfer FEBRUARY 1978, VOL 100 / 101 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



As the optical thickness increases, the coating scattering allows less 
energy to penetrate to the absorbing substrate. Scattering results in 
reflecting much of the incident radiation out of the coating. Also 
shown in Fig. 3 is the effect of refractive index. A coating with a small 
refractive index (re2 = 1.2) will absorb more heat at small albedo values 
because of the small top interface reflectance as compared to that of 
a coating with a higher refractive index (rc2 = 1.4). For high albedo 
values (W = 0.99) the higher refractive index coating (n2 = 1.4) is seen 
to cause more heat transfer to the substrate. This is because the larger 
refractive index coating has a smaller critical angle which results in 
the trapping of internally scattered radiation. Radiation incident at 
the top interface at an angle greater than the critical angle is totally 
internally reflected, resulting in the substrate having another op
portunity to absorb this radiation. The increase in the heat transfer 
to the substrate observed for very small optical thicknesses as com
pared to that for the bare substrate is denoted by the broadened line 
width on the vertical axis of Fig. 3, and is due to the relative refractive 
index change [11] at the substrate-coating interface. For W = 0.99 the 
two curves are seen to cross at approximately TO = 0.25; below this 
optical thickness value the heat transfer appears to be dominated by 
the top-interface reflectance, and above this value the heat transfer 
is dominated by internal scattering. The albedo and refractive index 
values of W = 0.99, re2 = 1.2 and W = 0.99, n 2 = 1.4 are characteristic, 
respectively, of solid H 2 0 and solid C 0 2 in the visible wavelength 
range. 

Illustrated in Fig. 4 is the total heat transfer to the substrate as a 
function of optical thickness with ra2 and W taken as parameters, but 
as opposed to Fig. 3, the results are for a bare substrate hemispherical 
reflectance of about 0.58 (which corresponds to the reflectance cal
culated from Fresnel's equations for metals using a refractive index 
characteristic of stainless steel in the visible wavelength range ris = 
2.48 - (3.43). Here the heat transfer to the substrate for the low albedo 
coating increases until it becomes independent of TQ. Also at very small 
optical thicknesses slightly more heat is transferred to the substrate 
for the larger refractive index coating due to the larger relative re
fractive index change. As in Fig. 3, the increase in heat transfer to the 
substrate for very small optical thicknesses is denoted by the broad
ened line width on the vertical axis. At larger optical thicknesses for 
the lower refractive index and albedo coating (re2

 = 1-2, W = 0.1), the 
heat transfer increases because now the top-interface reflectance is 

1.0 

0.9 

- 0.8 -

/ / 

_/ Vn2=1.2 

^ V . 

1 1 

W - 0.10 

_._ 

n2= 1.4-4 

/ 

X . ^ 0.99 
^-"-—. 

1 1 ' — 

0.7 

0.6 

0.5 

0.4 

0.3 
0 1 2 3 4 5 

Optical Thickness, T 0 

Fig. 4 Heat transfer as a function of optical thickness for various values of 
n2 and W; n3 = 2.48 - 13.43 and (fc/ir'o = 0.0 

the determining factor and the lower refractive index corresponds to 
a lower interface reflectance [PI2(M')]. The high albedo coating shows 
the heat transfer to have a maximum. This phenomenon is analogous 
to a critical thickness of high albedo insulation. This heat transfer 
maximum is due to the trapping of internally scattered radiation as 
explained in detail in [11]. Similar to Fig. 3 (W = 0.99), higher heat 
transfer to the substrate is observed for the higher refractive index 
coating. Fig. 5 presents the heat transfer to a highly absorbing sub
strate as a function of albedo with n2 and TO taken as parameters. As 
the albedo approaches zero (W -* 0.0) the results are independent 
of optical thickness. For a given refractive index, the heat transfer is 
significantly reduced as the albedo increases because of the greater 
scattering of the incident radiation. For a given optical thickness, the 
curves for the two refractive indices cross at W x 0.6. Below W » 0.6 
the substrate absorbs less heat for the higher refractive index coating 
because of the greater top interface reflectance. At albedo values above 
W ~ 0.6, greater heat transfer occurs for the higher refractive index 
coating because of the increased trapping of internally scattered ra
diation. 

Shown in Fig. 6 is the heat transfer to the substrate as a function 
of n2 with W and n^ taken as parameters. For the low and interme
diate albedo values (W = 0.10, 0.70) the results appear to be inde
pendent of the substrate reflectance due to the large value of optical 
thickness (TO = 5.0). At large W (W = 0.99) a small substrate reflec
tance effect was noticeable. It is interesting to note that for low W (W 
= 0.10) the heat transfer decreases as ra2 increases. Due to the in
creased top interface reflectance, less radiation enters the highly 
absorbing coating. For the high albedo (W = 0.99) coating the heat 
transfer is seen to increase as n2 increases; this is due to the increased 
trapping of internally scattered radiation. As n2 increases, the critical 
angle decreases resulting in more trapping of radiation scattered into 
directions greater than the critical angle. At the intermediate value 
of W (W = 0.7), the heat transfer is seen to obtain a maximum at 
about « 2 = 1-7. For ra2 < 1.7 the heat transfer increases with increasing 
n2 indicating internal trapping to be dominant. For n2 > 1.7 the heat 
transfer decreases with increasing n2. indicating the top interface 
reflectance phenomena to be dominant. 

Fig. 7 depicts the same parameters as Fig. 6 except for a small value 
of TO(TO = 0.5). Here the substrate reflectance is seen to have a sig
nificant effect on the heat transfer for all values of W with reduced 
heat transfer corresponding to the higher reflecting substrate. For the 
moderate reflecting substrate («3 = 2.48 — J3.43) the heat transfer 
is seen to increase as n2 increases for W = 0.99, to decrease as n2 in-
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Fig. 6 Heat transfer as a function of coating refractive index for various values 
of n3 and W; T<J = 5-0 and qc/irlo = 0.0 

creases for W = 0.10, and to reach a maximum for W = 0.70. For the 
low reflecting substrate («3 = 1.48 - iO.00) the heat transfer is seen 
to decrease as ni increases for W = 0.10 due to the increased top in
terface reflectance. The heat transfer is seen to attain a maximum for 
W = 0.99 and W = 0.70; at low ni, internal scattering causes the re
duction in the heat transfer and at high n-i the top interface reflectance 
causes the reduction in the heat transfer. 

S u m m a r y and Conc lus ions 
A solution to the problem of combined conduction and radiation 

has been presented for both nongray and gray media having either 
a conductive or convective boundary condition at the top interface. 
The temperature profile and heat transfer have been expressed in 
terms of the Chandrasekhar solution to the radiative transport 
equation and are presented in equations (19), (20), (22), and (24) for 
a nongray medium, and in equations (25-28) for a gray medium. These 
equations were shown to be easy to evaluate for the gray medium, 
requiring only the simple solution of equation (10) and requiring the 
use of a library computer routine for solving systems of simultaneous 
linear nonhomogeneous algebraic equations for the determination 
of the integration constants c; [i = 1 , . . . , p] . Results were obtained 
employing a 48-point (p = 48) single Gaussian quadrature. High 
values of W and iV were shown to reduce the temperature level of the 
temperature profile, which can be of importance in determining if the 
temperature in a given medium is approaching a critical temperature 
level. Heat transfer to the substrate for media where emission is 
negligible was shown to be independent of N. The heat transfer to the 
substrate was shown to be a strong function of ni, W, TO, and bare 
substrate reflectance. Effects of top interface reflectance and internal 
scattering dominated the heat transfer behavior. Also, for a moder
ately reflecting substrate (hemispherical reflectance = 0.58), the heat 
transfer was shown to have a maximum with respect to optical 
thickness. This indicates there is a critical thickness of high albedo 
insulation. 
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APPENDIX 

S o l u t i o n fo r C o n v e c t i v e B o u n d a r y C o n d i t i o n 
If the heat load qc at the top interface is a result of convective 

heating, the boundary condition given by equation (17) must be re
placed by 
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K~\ =h[Tal 
dy It 

•T(y = L)\aAy=L (A-l) 

where h and Ta„, are the specified convective heat-transfer coefficient 
and adiabatic wall temperature, respectively, and T(y = L) is the 
medium surface temperature, which is not specified. Then solving 
equations (15), (16) and (A-l) by employing the same general proce
dure and assumptions used to obtain equation (19) yields the following 
explicit expression for the temperature profile in the medium: 

(Too, - TS) hylK 
T(y) = TS + 

(1 + hL/K) 

hy/K 4TT r°> 7Q (1 - V&sn (1 - Xjnj) 

1 + hL/KK Jo (o + k) W 

4 l ! 

^ 
h 

X [CJ(1 - e Vo) + c p + W ( l - e-^»)] dv + ~ f " — 9 

K Jo (a + 
,q~W) PZ? (1 - Xjixj) 

k) 

W V 
[cy(l - c V ) + Cp+i-jd - e~x ' r)] dc 

47T 

Jo" /o (1 - wo p/? (i - \m) 

W h \j 1 + hL/K K 

X [cjex'T» - Cp+i-ye-Vo] d„ (A-2) 

The expression for the heat conducted to the substrate becomes 

h(Taw - Ts) (h/K)4ir 
Qcs = - 1 + hL/K 1 + hL/K Jo (0 + 

(1 - W) ag 

X ~ ^ [cy(l - e Vo) + cp+i-y(l - e~ Vo)] dv 
V 

(1 - W) PJ? (1 - XJIXJ) | 4TT p - (1 - HO p/y (i - A; 

1 + hL/K J o ° W ;=i A; 

X \cjexir« - cp+l-je-xJT°] dv 

r - (1 - W) pn (1 - XJHJ) , 

•4TT 1 I0———£ -^-(cj-Cp+i-rfdv (A-3) 
*^0 W ; = i A; 

while the expression for the radiation flux absorbed by the substrate 
<JRS is unchanged and thus equal to equation (22). Finally, the ex
pression for the total heat transfer to the substrate takes the form 

. h(Taw-Ts) (h/KHw r I0 (1 - W) Pff (1 - Xjnj) 
9o = , . , r ,„ , , , ,Tr \ __ ;—— —77,— ^ Jo (a • 1 + hL/K 1 +hL/K Jo (o + k) W ;=i V 

Air 
X [c;(l - exiT«) + c p + i_ ; ( l - e~x'r<>)] dp + 

1 + hL/K Jo 

(1 - W) P/2 (1 - XjHj) , , . , , , 
X w r £ " — [cye^o - Cp-n-ye-V-o] d„ (A.4) 

W ;=1 X; 

Equations (A-2), (A-3), and (A-4) can be applied to a medium and 
substrate with gray optical properties by employing the same proce
dure used to obtain equations (25), (26), and (28) from equations (19), 
(20), and (24). 
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A model for Flame Propagation 
in Low Volatile Coal Dust-Air 
iiitures 
A model describing steady, laminar flame propagation in low volatile coal dust-air mix
tures is presented. The model includes radiative transport, a two-phase energy equation, 
and heterogeneous carbon gasification of the coal particles. The differential approxima
tion (or method of spherical harmonics) was used to represent the one-dimensional radi
ant energy transport. The equations were numerically integrated and predictions of flame 
structure and the adiabatic flame speed are presented. The effects of radiation properties 
and coal particle size are presented and discussed. The influence on the temperature pro
files of heat released in the solid phase is also described. 

Introduction 

Coal mine explosions have been a problem for hundreds of years. 
The projected need for coal as an energy source wiil demand increased 
subsurface mining which will, in turn, require improved techniques 
for the prevention of dust explosions. Preventive procedures, however, 
must rely on fundamental knowledge concerning the behavior of coal 
dust combustion. To this end, a mathematical model of flame prop
agation through coal dust-air mixtures has been developed. The model 
has been used to predict burning velocities and to study the structure 
of coal dust-air flames. 

A n a l y s i s 
Assumptions. Coal particles burn in a very complicated manner. 

The combustion process includes heterogeneous surface reactions, 
devolatilization and subsequent reaction of the volatile components, 
swelling, cracking, and other physiochemical changes to the particles. 
In addition, it is well known that coal particles do not always burn 
simply as shrinking spheres but can burn internally and form cenos-
pheres (hollow spheres) as well [1,2].1 The composition of the volatiles 
released and the combustion itself depend upon the rate of heating 
in a flame, thereby making analytical description of the process ex
tremely difficult. 

Therefore, in order to obtain a tractable model of the combustion 
behavior of coal particles, assumptions must be made. Here it is as
sumed that the particles burn only at the surface according to the 
irreversible, heterogeneous reaction C(s) + 02—"- CO2. Swelling and 
cenosphere formation are not considered. Volatiles combustion is not 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OP 

MECHANICAL ENGINEERS and presented at the AIChE—ASME Heat 
Transfer Conference, Salt Lake City, Utah, August 15-17, 1977. Manuscript 
received by the Heat Transfer Division May 2,1977. Paper No. 77-HT-18. 

included and hence the model is strictly applicable only to low volatile 
coals. A list of additional assumptions used in developing the theory 
is given in Table 1. 

Two-Phase Reactive Flow. The governing equations for the 
model are those for steady, laminar flow in a two-phase system. These 
equations are simplified forms of the general, multiphase flow equa
tions given in the text by Soo [3]. 

Table 1 Model assumptions 

The flow is low speed, one-dimensional, and steady. The flow 
is area-averaged to represent a laminar two-phase system. 
Body forces are neglected. 
Viscous forces within the gas phase are neglected. 
The velocities of the two phases are equal. 
Pressure in the gas phase is constant while the solid phase pres
sure is assumed to be zero. 
Radiative heat transfer to the gas phase is neglected. 
The Dufour effect (heat flux produced by concentration gradi
ents) is neglected. 
The Soret effect (mass transfer due to temperature gradients) 
is neglected. 
The molecular weight of the gas and the specific heats of the 
phases are taken as constant. 
Although actual coal particles are irregular in shape, they are 
treated here as equivalent spheres by using a sphericity factor. 
Their density remains constant. They are of uniform size and 
uniform temperature. 
Volatiles combustion is not considered. 
The frequency of inter-particle collisions is assumed to be neg
ligible. 
Molecular diffusion in the gas phase is not influenced by the 
presence of coal particles. 

10 

11 
12 

13 
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In a two-phase system, there are three sets of equations—a set for 
each of the two species and the overall mixture equations. Since the 
balance equations for the species must add up to the respective mix
ture equations, only two of these sets are independent. Here the 
equations for the solid phase and for the mixture are used. The re
sulting equations are: 

Mass Balances. 

pm U = M = constant 

dZ _ Fc _ —3pmZRc 

dx M rcM 

~[(l-Z)PmUYco.A=T\D 
dx dx L co2(l - Z)p, 

dYCQ, 

x i 3 

(1) 

(2) 

(3) 

Energy Balances 

M - f [ZCPc(Tc - T0) + (1 - Z)CPe(Tg - T0)} 
dx 

dTt 

dx \ dx 
+ rcHcn 

dqr 

dx 
(4) 

M - f [ZCPc(Tc - To)] = Fgc(Tg - T c ) - ^ - TMCOAL (5) 
dx dx 

Radiation Equations. 

dqr 

dx 
+ aG = 4ao-Tc

4 

dx 

Auxiliary Equations. 

PgTg 
Pg(MW)g 

R 
•• constant 

y 0 2 + YN2 + YC02 = i 

PcPg 
Pm~ Zpg+(l-Z)pc 

(6) 

(7) 

(8) 

(9) 

(10) 

Here the diffusion coefficient, Dco2, and the thermal conductivity 
X ,̂ are assumed to vary with temperature according to 

D co 2 • (D co2. »©' 
\ , = (A,)o ( ~ ) 

^T0/ 

(11) 

(12) 

For laminar flow with Uc = Ug the Nusselt number for spherical 
particles is 2. In this case Fgc, the heat transfer lag coefficient, be
comes 

Fec = 
ZZ\gPn 

(13) 

Reaction Kinetics. In order to evaluate rc , a functional form 
must be found for the regression rate, Rc. Here an expression for Rc 

was obtained by applying Essenhigh's burning time expression [1]. 
Then Rc becomes 

R _ (14v 
8FDKDrc + 2FCHKCH 

The factors FD and FCH are functions of excess air, which account for 
the progressive vitiation of oxygen in flames. These factors have been 
set equal to one for present calculations, the disappearance of oxygen 
being accounted for in the parameters KD and KCH. These parameters 
are as given by Essenhigh [1] except that here the mole fraction of 
oxygen (Xr>2) varies throughout the flame. 

K n = -

Kc 

3pga(Do2)o XoJ-f-) 

,4pM2irRTcl 

\ 3 /L(MW.)J 

r„\0.75 
(15) 

(16) 
X02Pg exp (-EJRTC) 

The temperature in the thermal boundary layer surrounding the 
particles is taken to be Tg. 

Notice that the reaction term r c is not as simple as the expressions 
used for gas-phase, homogeneous reactions. For particle combustion, 

- N o m e n c l a t u r e -

a = absorption coefficient (m l) 
CPc = specific heat of coal (1.794 X 103 J / 

kg-K) 
CPg = specific heat of gas (1.14 X 103 J/kg-

K) 
dc = coal particle dia (m) 
Z>02 = diffusion coefficient for O2 in air (1.81 

X 10~5 m2/s at 298 K) 
DCO2 = diffusion coefficient for C0 2 in N2 

(1.65 X 10-6 m2/s at 298 K) 
Ei = activation energy of adsorption used in 

reaction rate (54.34 MJ/mole) 
/1 = anisotropic scattering parameter 
Fgc = heat transfer lag coefficient (W/m3 -

K) 
FD = oxygen vitiation factor for reaction 

under diffusional control 
FCH - oxygen vitiation factor for reaction 

under chemical control 
G = average intensity (W/m2) 
ffcHEM = heat of reaction of coal (-2.32 X 

107J/kgofcoal) 
HCOAL = energy released in solid phase (J/ 

kg) 
KD = burning parameter for reaction under 

diffusional control (s/m2) 
KCH = burning parameter for reaction under 

chemical control (s/m1) 
K = extinction coefficient (m_1) 
M = mass flux (kg/m2 — s) 
(MW)j = gas molecular weight (28.86 kg/ 

mole) 
n = number density (m~3) 
Ps = gas pressure (1.013 X 106 Pa) 
qr = radiative heat flux (W/m2) 
Qabs - absorption efficiency (0.84) 

= scattering efficiency (0.16) 
rc = coal particle radius (m) 
R = universal gas constant (8314 J/mole-

K) 
Rc = surface regression rate of coal particles 

(m/s) 
T = temperature (To is 298 K) 
U = velocity (m/s) 
x = distance (m) 
XQ2 = mole fraction of oxygen 
^02, VQO2, YN2 = mass fractions of oxygen, 

carbon dioxide, and nitrogen, respectively 
(Yo2 is initially 0.235 in the stoichiometric 
case). 

Z = mass fraction of coal (Zo for the stoi
chiometric case is 8.112 X 10~2 which cor
responds to 0.104 kg/m3) 

a = 2irrc/\ 
Fc = coal mass depletion rate per unit volume 

of mixture (kg/m3-s) 
\ = wavelength (m) 
\g = thermal conductivity of gas (2.52 X 10"2 

W/m-Kat298K) 
p = density (pc was taken to be 1.25 X 103 

kg/m3) 
<r = Stefan-Boltzmann constant (5.669 X 10_s 

W/m2-K'i) 
<rs = scattering coefficient (m_1) 
$ = scattering phase function 
to = solid angle 
H = cosine of polar angle 

Subscripts 

a = adiabatic 
c = coal 
g = gas 
m = mixture 
o = conditions at cold end 
/ = conditions at hot end 
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j the reaction rate includes two terms. The parameter Krj accounts for 
reactions which are controlled by the rate of oxygen diffusion to the 
particle surface. The factor KCH accounts for reactions which are 
controlled by the rate of chemical reaction at the particle surface. For 
completeness, both types of rate control are included in r c . 

Radiation Properties. An approximate formulation of the 
' radiative transfer is employed which is referred to as the differential 

approximation. The governing expressions given in equations (6) and 
(7) are obtained by appropriate averages of the one-dimensional gray 
equation of transfer. The scattering phase function has been repre-

j sented in the linear anisotropic form 

1 1 1 
; 4>(M',M) = 1 + 3 / W , - - < / I < - (17) 

] and the gas has been assumed to be transparent to radiation. The 
averaging required to obtain equations (6) and (7) can be obtained 
either by the spherical harmonics method [4,5] or the moment method 
[5j. For a one-dimensional geometry this method has been shown to 
be quite accurate [6, 7]. 

It remains to quantify the radiative properties for coal dust. This 
requires knowledge of the optical constants of the particle material, 
the scattering phase function of the coal particle, the size distribution, 

'' and the coal concentration. The real and imaginary parts of the index 
of refraction for coals, carbons, and soot have been reported [8-10]. 

j The spectral characteristics throughout the visible and infrared re-
I gions show marked differences between carbon and coal both in 

magnitude and spectral variation. These values also depend upon the 
type of coal considered. The spectral variations of coal in the near 
infrared are not great, so that constant values were used in this work. 

j The real part of the index of refraction used is 1.75 and the imaginary 
part is 0.35. 

The absorption and scattering coefficients for a monodisperse coal 
dust cloud are defined as 

a = nirrc
2Qabs(a) (18) 

! <rs = mrrc
2Qsca(a) (19) 

i 
j where n is the number of particles per unit mixture volume, Qaos the 
-: absorption efficiency, Qsca the scattering efficiency, and a = 2-irr/\, 

with X representing wavelength. For steady flow with a monodisperse 
suspension, n can be calculated from 

nU = n0U0. (20) 

The coal dust particles treated here are typically larger than 10 Mm 
in radius. With temperatures of the order of 1500 K and larger, the 
efficiencies in the large particle limit (a large) can be used. Thus, for 
constant optical properties, the absorption and scattering efficiencies 
are constant with respect to wavelength (i.e., gray behavior). The 
resulting absorption coefficient, using the optical constants given 

i above, is 

a = 0.84mrrc
2. (21) 

The radiative transfer includes the effects of scattering through 
the scattering coefficient and the scattering phase function. In the 

I large particle limit, the diffracted components and the reflected 
• components can be separated. The diffracted portion is concentrated 

into a small solid angle about the direction of propagation of the in
cident beam [11, 12] and, in this work, is not separated from the 
transmitted energy incident on the particle. The reflected portion of 
the scattered radiation for an opaque particle is a surface phenome
non. The coal particle surface is very rough so that the phase function 

\ is assumed to be that of a diffuse, opaque sphere. The dominant 
scattering direction is back into the incident direction. This is rep
resented as 

*(M) = 1 - nn' (22) 

i.e., / i = — (Vs). Since the scattering is represented as a surface phe-
' nomenon, the scattering coefficient is 

as = 0.1G nwrc
2 (23) 

j Journal of Heat Transfer 

for the coal properties given above. 
Boundary Conditions. The nine unknowns in this problem are 

the coal mass fraction (Z), the temperatures of the phases (Tc,Tg), 
the gas mass fractions (Yo2,Yco2), the variables describing the ra
diation field (qr,G), the gas density (pg) and the velocity (£/). The nine 
equations which must be solved are the mixture continuity equation, 
equation (1), the coal mass balance equation, equation (2), the CO2 
mass balance equation, equation (3), the mixture and coal energy 
equations, equations (4) and (5), the radiation equations, equations 
(6) and (7), a state equation, equation (8), and the gas-phase mass 
conservation equation, equation (9). 

The boundary conditions are given at ±<». At — °° there is a mixture 
of coal dust and air in equilibrium at 

T c = Ts = 298 K. (24) 

The initial values of Z and Yrj2 are known. The velocity at -co, {70) 

is an unknown parameter. For zero heat loss, it is the adiabatic 
burning velocity and is dependent only on the initial conditions of the 
mixture. Since particles are present at —<=, the adiabatic conditions 
on the radiation field are 

<?r(-») = 0 (25) 

G(-a , ) = 4ffT0
4(-<») (26) 

At +<», for stoichiometric burning, Z and Yrj2 are zero. In addition, 
the temperatures are given by 

TC = TS = T,a (27) 

where Tfa is the (known) adiabatic flame temperature for zero heat 
loss. The adiabatic radiation boundary condition is 

<?,(+<») = 0 (28) 

since the particles absorb all the energy at x = +«• (the particles dis
appear only as or -*+«>). 

Solution Techniques. This is a two-point boundary value 
problem with conditions being given at ±°>. Of course, one cannot 
integrate the equations over an infinite distance; thus, some ap
proximations must be made to solve the problem. Here the two-point 
boundary value problem was converted into an initial value problem 
in which the integration is started from some point x = 0 assumed to 
be "far" from the region of maximum combustion. It is assumed that 
chemical reaction in the region x = — °° to x = 0 can be neglected. In 
order to insure that the reaction rate, Tc, is zero at x = 0, the term 
(Ei/RTC) is replaced by 

(II) (Tf - T°) 
\RTfl \TC- To' 

in r c , as was suggested by Friedman and Burke [13]. This makes Tc 

zero at x = 0 where Tc = Tg = To, but approximates (EJRTC) at the 
hot end where Tc =* Tf. 

Because of diffusion, the value of Yco2 at x = 0 will not be exactly 
zero but is given by 

Uo(Yco2)o = DC0,^^\ . (29) 
ax U=o 

Also, the values of \g(dTs/dx) and qr at x = 0 will not, in general, be 
known. Physically, these quantities represent conductive and radia
tive heat losses from the system. This is similar to the concept of a 
flameholder used by Hirschfelder et al. [14]. This heat loss can be 
calculated from the heat balance between x = 0 and x = +<»: 

X ^ l - 9 ' I = M[CPcZ„ + Cp ,(l - Z . ) ] • (Tfa - Tf) (30) 
ax \x=o 11=0 

where Z„ is the mass fraction of coal a t* = +<=. The parameter Tf is 
fixed for each problem and as Tf —>• T/a, t/o becomes equivalent to the 
adiabatic burning velocity. 

The radiation boundary condition must also be modified for use 
at x = 0. All radiation arriving at x = 0 is assumed to be absorbed (the 
back scattered portion was found to be negligible); thus, the point x 
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= 0 is treated as if it is a black wall. In this case, the boundary condi
tion becomes 

2aqr(0) 
dqA 

dx lx=o 
(31) 

In order to start the integration at x = 0, one must, in general, know 
the initial values of ^002. dTg/dx, and qr. In addition, the burning 
velocity, Uo, is unknown. Since dTg/dx | x=o, 9r(0), and (Jo are related 
by equation (30), three values would have to be assumed in order to 
start the integration. One would then have to iterate on these values 
until the boundary conditions for the combustion products were 
satisfied at a given location (the hot end). In practice, due to the ex
pected long preheat zones (discussed further in the next section), the 
heat loss by conduction is very small and all gradients are initially very 
low. Hence, Yco2

 ar>d dTg/dx are assumed to be zero at x = 0. Then 
the solution procedure involves assuming a value of Uo and calculating 
<3r(0) from equation (30) with dTg/dx\x=o = 0. The equations are 
solved by iterating on Uo until the boundary conditions at the hot end 
are satisfied. The iteration was terminated when convergence on Uo 
to within 2 percent had been achieved. 

Because of the relatively short reaction zone and long thermal re
laxation region, the set of differential equations forms a stiff system 
which is difficult to integrate. The equations were solved using the 
subroutine DIFSUB and developed by C. W. Gear [15]. This sub
routine uses a predictor-corrector method with an option for inte
grating stiff systems. It features an automatic step size selection which 
allows the integrator to take the longest step possible while satisfying 
the prescribed error criterion. 

Calculated Results 
Flame St ruc ture and Velocity. Prior to the introduction of the 

differential approximation for radiative transport, calculations pro
vided the classical, premixed, flame structures of relatively thin flames 
and low propagation speeds. For example, using the expression for 
r c discussed previously, the flame speed was predicted to be 2.8 X 
10~3 m/s with a conductive heat loss of only 12.55 W/m2 at the cold 
end. Extrapolating the speed from other calculations at higher heat 
loss, a stoichiometric mixture of coal dust (0.104 kg/m3) with particles 
of 50 nm in diameter results in an adiabatic flame speed of 2.82 X 10"3 

m/s. 

Such low speeds were originally thought to be the result of the 
limiting reaction kinetics as given by the functional form of Tc, an 
expression derived from burning experiments of single coal particles 
[1]. However, even at gasification rates of 100 X r c , the adiabatic 
flame speed was predicted to be only 2.1 X 10~2 m/s. 

A typical profile of the temperatures of the gas and coal particles 
and of the coal mass fraction, for the case without radiative transport, 
is shown in Fig. 1. Here the flame is fairly thin, approximately 0.1 m 
in length for the predicted adiabatic speed of 2.82 X 10 - 3 m/s. Notice 
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also that the coal particle temperature equilibrates very rapidly to 
that of the gas. The assumed thermodynamic and chemical parame
ters specified for the coal dust flame calculations are given in the 
nomenclature. 

With the differential approximation utilized to represent the ex
pected strong contribution of radiative transport, the flame speeds 
and flame thicknesses increase dramatically For a stoichiometric 
mixture of small coal particles (dc(s - 30 urn), the adiabatic flame 
speed is predicted to be 0.716 m/s. The flame thickness here grows 
to proportions of several meters. Fig. 2 shows the predicted coal 
particle and gas temperature profiles as well as the fairly thick reaction 
zone. The heterogeneous reaction rate term has a long tail caused by 
the diffusion-controlled rate term in r c . In addition, the radiative 
transport provides a temperature over-shoot near the end of the re
action zone as well as a long (10 m) relaxation zone in which the coal 
particle and gas temperatures equilibrate. A required heat loss, by 
radiation only, was 2.8 X 103 W/m2 at the cold end. 

Burning velocities of this order have been observed experimentally 
in large enclosed furnaces [16-18] and in small furnaces with heated 
walls [19, 20]. Structure of this large scale has also been observed ex
perimentally [16-18]. These results should be compared with those 
obtained from small scale burners [21, 22]. In these latter experiments, 
the burning velocities are lower and the flames are much thinner than 
those observed in the larger more adiabatic furnaces [16]. 

Fig. 3 illustrates additional flame structure for the case shown in 
Fig. 2. Here the coal mass fraction and particle size variation are given. 
Notice that the predicted variation ofdc/dcl> is not a linear function 
of the distance, x. A variation of dc/dco = 1 + bx was assumed by 
Bhaduri and Bandyopadhyay [23] as input to their model. This, of 
course, over specifies the problem if an energy equation and species 
conservation equations are being solved additionally. 

For all of the results discussed above, it has been assumed that the 
energy released during reaction was liberated in the gas phase only. 
In general, however, a fraction of the energy may be released on the 
particle surface. This effect would be included in the term containing 
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Fig. 2 Temperature and reaction zone profiles predicted with radiation 
transport. (Uo = 0.714 m/s) 
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Fig. 1 Temperature and coal mass fraction profiles predicted withoul ra
diation transport. (U0 - 0.0028 m/s) 

Fig. 3 Coal mass fraction and particle diameter variation, complementary 
to profiles shown in Fig. 2 
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HCOAL in the c o a l e n e r g y balance equation, equation (5). Based on 
their calculations, Baum and Street have assumed that approximately 
30 percent of the energy is released in the solid phase [24], 

In order to assess the effect on flame structure of this solid phase 
heat release, a calculation was made assuming 50 percent of the heat 
release was in the coal. The resultant changes in the temperature 
differences between the phases are illustrated in Fig. 4. Initially, there 
is an increase in the coal temperature over the gas temperature since 
the particles are being heated by radiation. Then, for the case of 50 
percent of the energy released.in the coal (dashed line), there is a 
further increase in the particle temperature due to the heat release. 
After the maxima there is a decrease because chemical reaction is 
releasing heat in the gas and also because the particles are losing ap
preciable amounts of energy by radiation. As the particles continue 
to lose energy, their temperature slowly relaxes to the adiabatic flame 
temperature. 

It should be emphasized here that even though the difference (Tc 

- Tg) is greater in the second case, the absolute value of Tc is smaller. 
In fact, the maximum value of Tc for the case of 50 percent heat re
lease in the solid was some 30 K less than its maximum value for the 
case of 100 percent heat release in the gas. This was probably due to 
the fact that even though the chemical reaction was releasing energy 
in the coal, the particles were also losing more energy and the net re
sult was a decrease in the maximum value of Tc. It was also found that 
with 50 percent of the energy released in the solid phase, the burning 
velocity increased only 4.8 percent from 0.707 m/s to 0.741 m/s. 

Heat Loss Versus Flame Speed. The adiabatic problem is de
fined for a region of infinite dimensions in which as x —* — <= there is 
no energy lost by either conduction or radiation so that as x -»• +<= 
the temperatures approach the adiabatic flame temperature. The 
solution procedure, of course, is an initial value problem in which a 
small but finite energy is lost at some given point assumed far from 
the region of maximum combustion. 

With radiation included, the preheat zones are very large when 
compared to classical analyses of gaseous, premixed laminar flames. 
For such large distances, the heat lost by conduction is very small 
because the temperature gradients are very low. Therefore, to de
termine the effect of heat loss (in the direction of propagation), it is 
assumed that there is only a radiation loss of — qr at x = 0, the cold 
end. 

Fig. 5 presents the prediction of flame speed as a function of ra
diation losses. The adiabatic flame speed is determined by extrapo
lating to zero qr, on the curve of qr versus [/<> Calculations have been 
made for flames in which the temperature difference is only 3 K from 
the adiabatic value of 1953 K. This is shown in the figure. The heat 
losses at the cold end were small, averaging less than 2.1 X 103 W/m2. 
But for cases where the final temperature was about 100 K lower than 
the adiabatic temperature, the required radiation energy losses exceed 
8.4 X 104 W/m2. 

As one moves to larger assumed heat losses (and hence lower final 
temperatures at the hot end), the preheat zone begins to shrink. At 
a temperature difference exceeding 200 K, the preheat zone is x/2o of 
the length predicted for the 3 K loss. Solutions are then impossible 
unless one begins to assume that a heat conduction loss also becomes 
important. Note, too, that for the case of the 200 K loss (Tf ^ 1750 
K), the average flame speed is less than 0.50 m/s, while the adiabatic 
speed is about 0.70 m/s. 

The effect of radiative transfer approximations is shown by the 
three curves in Fig. 5. Curve A includes absorption and anisotropic 
scattering. This represents an absorption efficiency of 0.84 and a 
predominant back scattering phase function which most accurately 
describes coal particles. Curve B assumes that the coal particle is black 
and thus there is no scattering. The remaining curve C includes the 
realistic absorption efficiency of 0.84 and neglects scattering. Alter
nately, curve C can be interpreted as including scattering as if the 
scattered energy were concentrated into a small solid angle in the 
forward direction and, therefore, impossible to distinguish from the 
incident energy on a particle. It is seen that the maximum difference 
between these approximations for the adiabatic flame velocity is 11 
percent, with the most realistic (curve A) being the lowest. 

The differential approximation being used here reduces to the 
correct limiting expressions in the optically thin emission dominated 
case and the optically thick case. Yet, if either of these limiting solu
tions are employed, the resulting predictions would be quite different. 
For the optically thin case, the high temperature region will radiate 
energy in both directions. Since the media emits and does not absorb, 
there is a heat loss as x —• +°° and the temperature profiles would 
decay with increasing x. Thus, the adiabatic solution could not be 
obtained. For the optically thick case, the profiles will be similar to 
the conduction solution (Fig. 1) due to the diffusion type dependence 
of the optically thick solution. The profiles would be broader and the 
flame speeds higher than those obtained for the conduction solution. 
Similar results relating to shock structure have been presented by 
Scala and Sampson [25]. Therefore, for the optical depths encountered 
here, neither limiting solution would accurately describe the prob
lem. 

Fig, 5 Laminar flame speed as a function of heat loss by radiation at the cold 
end 

Fig. 4 Difference in coa! particle and gas temperatures as a function of the 
distance in a flame for two eases of solid-phase energy release 

Curve A; 
Curve B. 
Curve C: 

absorption and back scattering 
black particles and no scattering 
absorption and strong forward scattering 
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Flame Speed Versus Part icle Size. Fig. 6 presents the predicted 
adiabatic flame speeds as a function of coal particle size. From a 
standpoint of specific surface (S/V ratio), large particles provide less 
specific surface for a given fixed mixture ratio. Therefore, they show 
a lower reaction rate at any given position and, hence, a reduction in 
flame speed. Previous calculations without radiation showed a marked 
variation in Uo as dCo was decreased, with f/o increasing 43 percent 
from 2.8 X 10"3 m/s to 4.0 X 10 - 3 m/s as dCo decreased from 50 jim to 
25 ura. 

However with radiation included and for our coal depletion rate 
term, the reduction in flame speed with size is only slight, as shown 
in Fig. 6. Decreasing the magnitude of Fc (by multiplying the reaction 
rate by 0.4) lowered the burning velocities, but still showed the same 
relative variation of Uo with particle size. Burning velocities measured 
by Hattori using 60 jim to 140 um particles also decreased with particle 
size although his velocities were in the 0.1 to 0.2 m/s range [26]. 
Grumer and Bruszak [27] have found a slight increase in flame speed 
with a decrease in particle size for particles in the 1 to 44 um range. 

The shape of these curves may be due to the combined effects of 
combustion and radiative heat transfer. From a kinetics point of view, 
increasing the particle size will decrease Fc. Thus a decrease in 
burning velocity with increased particle size (as was seen in the cases 
without radiative transport) would be expected. The absorption 
coefficient for radiation given by equation (18) also varies inversely 
with particle size for a fixed loading (fixed Za). Decreasing dc would 
increase the absorption coefficient, effectively making the flame op
tically thicker. Such a flame would supply less energy to the particles 
in the preheat zone and a lower burning velocity would be expected. 
Therefore, the variation of f/o with particle size would depend on both 
these opposing factors. 

The reduction in flame speed with particle radius (even though 
slight) is in direct conflict with the predictions of the model presented 
by Ozerova and Stepanov [28]. Their results are shown as the dotted 
line in Fig. 6. Because there is too little information given in reference 
[28] on the kinetic rate parameters, heats of reaction, and other 
thermodynamic variables, our values cannot be directly compared. 
However, it appears that in order to predict such a large increase in 
f/o with dCa, either the rate of heterogeneous gasification must be 
larger than the one being used or additional gas-phase (devolatiliza-
tion) reactions must be added. Since Ozerova and Stepanov consid
ered carbon combustion only, they did not include devolatilization 
reactions. 

At any rate, it does not appear that flame speeds of the order of 1 
m/s would show such a strong increase in speed for the range of par
ticle size shown in Fig. 6. Increasing the rate to 10 or 50 Tc will increase 
the slope, but it will also give much higher values of Uo than are ob
tained experimentally. 

C o n c l u d i n g R e m a r k s 
Utilizing several simplifying assumptions for the steady flame 

propagation of coal dust-air mixtures, a model has been developed 
and solutions have been carried out for the flame structure and flame 
speed. The flame speeds and structure predicted agree with experi
mental data [16]. The model has used the differential approximation 
for radiation which represents the transport behavior of such mixtures 
quite well. The model by Ozerova and Stepanov [28] used a similar 
but simpler form of the differential approximation. 

The predicted dimensions for the flame zones include very long 
preheat zones and large relaxation zones in which the solid and gas 
phase temperatures equilibrate. It appears that additional experi
mental confirmation of this will require careful testing in large scale 
systems where total energy losses are kept to a minimum. Examples 
of such systems are those used by Howard and Essenhigh [17] and by 
Palmer and Tonkin [29], where heat losses to the surroundings were 
minimized because of the scale of the experiments. 

This model can, of course, be made more descriptive of the 
physiochemical processes of coal dust burning by including a de
scription of the complexities not taken into account. Some of these 
effects include polydisperse mixtures, two-dimensional heat transport, 
and devolatilization kinetics. In summary, however, a model has been 
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Fig. 6 Predictions of the adiabatic (lame speed as a function of coal particle 
size for three different coal mass depletion rates 

presented that describes many of the fundamental features of coal 
dust-air flames and provides a foundation for incorporation of futinv 
modeling modifications. 
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An Investigation of the Laminar 
Overfire Region Along Upright 
Surfaces 
Numerical calculations are presented for the laminar overfire region along an upright 
burning surface under natural convection conditions. The process was also examined ex
perimentally, using wicks soaked with methanol, ethanol, and propanol to simulate the 
burning portion of the surface. Predicted flame shapes and wall heat fluxes were within 
15-20 percent of the measurements, for various wall inclination angles, except near the 
tip of the flame where the reaction is quenched by the cold wall. The wall heat flux is near
ly constant in the region where the flame is present, but declines beyond the tip of the 
flame. Shadowgraphs were employed to determine the position of onset of turbulence. For 
transition beyond the tip of the flame, the flow was laminar for Gr/ < .5 — 2 X 108, al
though transition is not completely described by this parameter and effects of fuel type, 
presence or absence of combustion, distance, and wall angle were also observed. 

Introduction 

A fire burning on an upright surface can be divided into two regions: 
(1) a pyrolysis region, where the wall material is gasified and partly 
burned in the gas phase adjacent to the surface; (2) the overfire region, 
where the combustion process is completed and the thermal plume 
generated by the fire decays by mixing with the ambient gas and heat 
loss to the surface. The boundary between these two regions is not 
precisely defined in natural fires, since the rate of pyrolysis at the wall 
varies in a continuous manner. Pyrolysis rates are strongly dependent 
upon temperature, however, and a narrow range of temperature (and 
a correspondingly short distance) separates locations where surface 
pyrolysis is negligible from points where the surface is generating 
substantial combustible gases. 

Heat transfer between the hot gases and the surface in the overfire 
region governs heating of the wall material. Eventually, temperatures 
are reached where pyrolysis is significant. In this manner, the overfire 
region plays a fundamental role in the mechanism of upward flame 
spread on surfaces. 

The laminar pyrolysis region of a wall fire has been investigated by 
Kosdon, et al. [I],1 and Kim, et al. [2]. A variable property solution 
of the boundary layer equations was developed in similarity variables. 
The studies assumed a one-step reaction with an infinitely thin dif
fusion flame, no gaseous radiation, values of unity for the Chapman 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS and presented at the AIChE-ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17, 1977. Manuscript received 
at ASME Headquarters November 29, 1977. Paper No. 77-HT-68. 

and Lewis numbers, equal molecular weights, specific heats, and bi
nary diffusivities, etc. Burning rate measurements agreed reasonably 
well with predictions, particularly for fuels with low molecular weights, 
where fuel properties most nearly corresponded to the assumptions 
of the variable property model [2]. 

Using an integral model proposed by Yang [3], Pagni and Shih [4| 
investigated the overfire region of wall fires, basing initial conditions 
on the pyrolysis zone results [2], Predictions of fuel consumption and 
flame shape in the overfire region are reported for a wide range of 
fuels. This model is also capable of providing other quantities as well, 
e.g., temperatures, velocities, concentrations, etc. [4]. 

The present investigation extends the work of [4], undertaking more 
exact theoretical treatment of the laminar portion of the overfire re
gion and giving greater emphasis to heat transfer between the plume 
and the surface. Unlike the pyrolysis zone, the flow in the overfire 
region is not similar, and a numerical procedure developed by Hayday, 
et al. [5] was employed to solve the governing equations. The as
sumptions of the present analysis were similar to those used during 
the earlier investigations of the pyrolysis zone [1, 2]. 

Experiments were conducted to assess the predictions. The py
rolysis zone was simulated by burning fuel-soaked wicks, following 
the method used by Kim, et al. [6] and Blackshear and Murty [7], The 
heat flux to the wall was determined by a transient heating technique. 
Flame shape was determined from dark field photographs. Shadow
graphs were employed to determine the point of transition to turbu
lence, so that the measurements could be limited to laminar flow. 

Experimental Apparatus and Procedure 
Only a brief description of the apparatus is given here. Ahmad [8] 

provides a more complete discussion. A sketch of the test arrangement 
is illustrated in Fig. 1. The dimensions of the test walls are summa
rized in Table 1. 
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Fig. 1 Test wall assembly 

Table 1 Test waUsa 

variation of properties while minimizing observation difficulties and 
radiation due to soot formation. 

Test Wall. Transient heating of the wall was used to measure the 
heaL flux in the overfire region. In order to obtain the variation of heat 
flux with position, the wall was segmented into blocks. Three columns 
of blocks extended along the wall; only the center column was used 
for the measurements. The dimensions of the blocks are given in Table 
1. Measuring the rate of change of temperature of the blocks yields 
the heat flux to the wall, given the thermal capacity of the blocks. For 
the heat flux values encountered during the tests, calculations indi
cated that block temperatures were essentially uniform at each instant 
of time (the Biot modulus at all conditions was less than 0.001); 
therefore, copper-constantan thermocouples were mounted on the 
rear surface of the wall. The thermocouple wires were passed along 
the wall and covered with insulation in order to reduce errors resulting 
from the fin-effect of the wires. The temperature of each block was 
continuously recorded to indicate its heating rate. The thermal ca
pacity of the wall materials was verified by calorimetry. 

Condensed material was observed on the wall in the region near the 
end of the pyrolysis zone. The condensate disappeared, however, early 
in the wall heating process so that heat flux measurements, which were 
not influenced by this effect, could be made. 

Glass side walls were used to help maintain two-dimensional flow 
near the center of the wall, and still provide a means of observing the 
flame. One layer of screening (2 mm spacing, 0.5 mm diameter wire) 
was mounted across the outer edge of the side walls to reduce dis
turbances from the room. 

Wall material 
Wall height 
Wall width 
Wall thickness 
Block height 
Side wall width 

Copper 
381 
127 

Steel 
76 
37 

2.4 
3.2 

19 

Flame Observations. The flames were photographed in a dark
ened room with a 4 X 5 Super Graflex Camera at a magnification of 
approximately unity, using Polaroid film (ASA 3000). 

Screen to wall distance 

" All distances in mm. 

9.5 
11 
38 
70 40 

The onset of turbulence was determined by a shadowgraph, which 
employed a mercury arc source collimated with a 180 mm diameter, 
1230 mm focal length, front surface parabolic reflector. The shad
owgraph was projected on a screen 4 m from the test wall in order to 
provide high sensitivity. 

Pyrolysis Zone. The pyrolysis zone was simulated by igniting the 
front surface of a fuel-soaked wick [6,7]. Burning was limited to the 
front surface by shielding the remaining sides with aluminum foil. 
Wicks were constructed from various porous furnace bricks and in
sulating materials; the type of material had no apparent effect on the 
measurements. The fuel burning rate was measured by weighing the 
wick before and after combustion over a timed interval. Methanol, 
ethanol, and propanol were used as test fuels, since they provide a wide 

Experimental Accuracy. The burning rate measurements are 
averages of three tests at a given condition. The repeatability of these 
measurements was within ten percent of the mean. 

The heat flux measurements were obtained by averaging two tests 
at a given condition. These measurements were reproducible within 
15 percent, with the greatest differences encountered near the point 
of transition to turbulent flow. 

A typical flame photograph is illustrated in Fig. 2. To the eye, the 
flame zone appeared as a thin bright blue region, surrounded by a 
duller glowing zone. It was difficult to resolve this detail on the pho-

B = mass transfer driving potential, equation 
(18) 

Cp = specific heat at constant pressure 
F = buoyancy parameter, equation (20) 
f = dimensionless stream function 
Grx* = modified Grashof number, Lg cos 

</>x 3/4 CpT wVw
2 

Gr./ = modified Grashof number, g cos 
</>X 3/vw2 

g = acceleration of gravity 
h = enthalpy 
hiD = enthalpy of formation of i 
L = effective heat of vaporization 
Mi = molecular weight of i 
IiI" = wall mass flux 
Pr = Prandtl number 
Q = heat of combustion per VF' moles of 

fuel 

Journal of Heat Transfer 

q" = wall heat flux 
r = stoichiometry parameter, equation (18) 
T == temperature 
u == velocity parallel to wall 
v = velocity normal to wall 
W == normalized reaction rate, equation (6) 
Wi == reaction rate of species i 
x = distance along wall 
Xo := end of pyrolysis zone 
y = distance normal to wall 
Yi = mass fraction of species i 
Ypr = fuel mass fraction in transferred gas 
1] = dimensionless distance normal to wall, 

equation (15) 
~ = dimensionless distance along wall, x/xo 
Oi = Shvab-Zeldovich variables, equation 

(13) 
A := thermal conductivity 

!1 = dynamic viscosity 
v := kinematic viscosity 
"i', Vi" == stoichiometric coefficients 
p = density 
TO = dimensionless wall enthalpy, hwo/L 
T1 = dimensionless wall enthalpy, hw/L 
</> = angle of wall from vertical 
if; = stream function 

Subscripts 

avg := average value 
f = flame 
P = fuel 
0= oxygen 
P = products of combustion 
w = wall above pyrolysis zone 
Wo = wall in pyrolysis zone 
00 := ambient 
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where Q is the heat of reaction per "F' moles of fuel.
The boundary conditions far from the wall are the same in all re

gions

Fig. 2 Photograph 01 a methanol wall lire, Xo = 11.1 mm

u = h = YF = 0, Yo = YOoo; y ~ 00

At the wall in all regions

u =O;y =0

(6)

(7)

(8)

tographs, and the center of the luminous region was taken as the po
sition of the flame. Measurements were limited to conditions, where
the glowing zone extended only ±20 percent of the distance between
the center position and the wall.

Analysis
The analysis considers a smooth flat wall at an angle </> from the

vertical, with a region of length Xo undergoing pyrolysis at the base
of the wall. The flame is overventilated, and when fuel consumption
is complete the flame returns to the wall at xi > Xo under the as
sumption of a thin diffusion flame. The combusting plume region lies
between Xo and xi; a thermal plume region is at distances greater than
xI-

The similarity solutions for the pyrolysis zone [1, 2] provide initial
conditions for the overfire region. In order to make maximum use of
these results, the assumptions and much of the notation of [2] have
been employed in the present study.

The assumptions of the analysis are as follows: the flow is laminar,
two-dimensional, and steady; the boundary layer approximations
apply; the temperature and composition of the ambient gas are con
stant; viscous dissipation and radiation are negligible; the combustion
process is represented by an infinitely thin diffusion flame with no
oxygen present between the wall and the flame and no fuel present
outside the flame; the flow is an ideal gas mixture with constant and
equal specific heats, equal binary diffusion coefficients, unity Lewis
number, and constant values of P!L and PA (which implies constant Prj;
the surface temperature and energy of gasification within the pyrolysis
zone is constant. Calculations described in the Appendix indicated
that radiation provided no more than 12 percent of the heat flux to
the wall for the present tests. The validity of the remaining assump
tions is discussed in [1] and [2].

The pyrolysis zone is assumed to be well-defined, with no pyrolysis
occurring in the overfire region. These conditions are satisifed by the
experiment; for a natural fire, this behavior would require a large
activation energy of pyrolysis so that the zone where the pyrolysis rate
develops to its full value would be narrow.

Employing these assumptions, the conservation equations are
[9]:

Introducing equations (13)-(15) into equations (1)-(5) yields the
following

fY~ = x/xo, '7 = (Grx *!/4/x ) Jo p/poody, 1ft/v oo = 4 Grx*!/4{('1,~)

(15)

(10)

(14)

8Yi
h = hw , u =-a; = 0; Xo ~ x, y = 0

The diffusion flame approximation also provides

a1ft a1ft
pu = poo -, pu = -poo-

ay ax

The transformation of variables is completed by combining a How
arth-Dorodnitzyn transformation for variable properties with a local
similarity transformation which reduces to the form used in [2] in the
pyrolysis zone.

The wall temperature was assumed to be constant in the overfire
region, which ignores the fact that the surface temperature increases
from Too far from the pyrolysis zone, to Two near the end of the py_
rolysis zone. The effect of this simplification will be examined by
considering the two limits: Tw = Two and Tw = Too. Condensation of
fuel and product species on the wall was neglected, which implies that
the concentration gradients of all species are zero at the wall. With
these assumptions, the remaining boundary conditions may be for
mulated as follows

however, the remaining wall boundary conditions vary from region
to region_

The wall boundary conditions for the pyrolysis zone are discussed
by Kosden, et al. [IJ and Kim, et al. [2] for both solid and liquid fuels.
These conditions provide

A ah -AaYFTil" = pu =--- pu (YFT - YF) = - -- h = h .
LCp ay' Cp ay , wo,

o< x < xc, Y = 0 (9)

Yo =0, Xo ~ x ~ Xi; YF = 0, Xi ~ x; Y = ° (ll)

where the flame position is identified as the point where both Yo =
YF = 0, and Xi is the position where the flame returns to the wall.

In all regions, the heat flux to the wall is given by

A ah
q" =--; y =° (12)

Cp ay

Variable Transformation. The terms involving enthalpy and
concentrations are simplified by introducing the following Shvab
Zeldovich variables [9]:

()hO = (h/L + (Yo - YoJQ/Movo'L)/(hwo/L - YoooQ/M()I'o'!,)

()hF = (h/L + YFQ/MFvF'L)/(hwo/L + YFwoQ/MFvF'I,)

()FO = (YF/MFVF' - (Yo - YoJ/Mo"o')/(YFwo/MFVF'

+ YojMovo') (13)

While only two of the ()i are independent, it is convenient to use all
three quantities in the overfire region, since wall boundary conditions
are most easily expressed in terms of ()FO and ()hO for Xo ~ x ~ Xi, and
()FO and ()hF for x > xI-

A stream function is defined which satisfies equation (1)

(1)

(2)

(3)

(4)

(5)

apu apu
-+-=0
ax ay

(
au au) a ( au)p u-+u- =gcos</>(poo-p)+- !L-
ax ay ay ay

p (u ah + u ah) = ~ (~ ah) - I: lv;hio
ax ay ay Cp ay i

(
aY ay) a ( A ay)

p u ax' + u ay' = ay C
p

ay' + Wi

where

T
h = r CpdTJToo

The reaction is represented on a molal basis, as follows

vF'(Fuel) + vo'(Oxygen) ~ ,'p" (Products)

Stoichiometry then provide\'>
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/'" + W" - 2(/')2 + F = 4£ (/' J - /" 2 ) 
di ay 

Bt" + 3 Pr/fl;' = 4 Pr£ / / ' — - «•' —^ 

(16) 

(17) 

Table 2 Physical propert ies" 

at ay 
where partial derivatives with respect to ?/ are denoted by primes. 
Since YF = YQ = 0 at the flame, equation (13) yields the following 
criteria for the flame position 

6F0/ = r(B+l)/B(r+l) (18) 

where 

B = Y0„Q/M0i>o'L - TO; r = yo«MFI ,F7YFTM0i<o' (19) 

The buoyancy term, JF", has different forms inside and outside the 
flame, as follows: 

F = B(i-eh0) + TQ;eFo>eFOf 

F=(B+ T O K W A F O , ) - Beh0; 6F0 « BF0, (20) 

The boundary conditions far from the wall are 

f' = ehQ = ehF=Q; , , - » (21) 

while the wall boundary conditions,!/ = 0, become 

/ ' = 0, / = BBh0'/3 Pr, flho = BhF = 8F0=1;(^1 

/ = / ( 0 , l ) r 3 / 4 , / ' = 8 F O ' = 0 ; l < ^ 

«AO = 1 + (TO - n)/B; l<Z<Hf 

BhF = TI0 F O / / (TO + eF0f)B); ki < £ (22) 

In the pyrolysis zone, the boundary conditions are independent of 
£; and / and the 0; are only functions of TJ. In the overfire region, the 
boundary condition for / at the wall, equation (22), depends upon £ 
and the solution is no longer similar. The position fy is found when 
0Fo = dFof at the wall. 

The mass burning rate per unit area in the pyrolysis zone is giver, 
by 

m"x/n~ = - 3 Gr^fiO); £ « 1 (23) 

The heat flux to the wall is given by the following expressions 

q»x-PrGrx*-l'VBL^ = -8ho'(0, £); { « £/ 

g"xPrGr I*-1 / 4BLji„ 

= (T0 + (1 - eFOl)B)6hF'(0, t)l(B6FOf); £/ < £ (24) 

If r\ is given, y can be determined from the following equation 

iylX)Grx*U* = C\\ + (LFICPT„)]dr, 
Jo 

(25) 

Numerical Solution. The details of the calculations are discussed 
by Ahmad [8]. Briefly, the solution of equations (16)-(22) was ob
tained by the numerical procedure described by Hayday, et al. [5]. The 
solution in the pyrolysis region provided the initial condition, followed 
by step-wise integration in the overfire region. Present calculations 
in the pyrolysis zone agreed with results reported by Kim, et al. [2], 
within the accuracy of their plots. 

fiesults and Discussion 
Methanol, ethanol, and propanol were considered in both the cal

culations and the experiments. The properties employed for these 
materials, as well as the procedures used to determine property values, 
are summarized in Table 2. 

Flow Development. The general characteristics of the overfire 
region are illustrated for a methanol fire in Figs. 3,4, and 5. Since the 
flow is similar during pyrolysis, a single set of curves represents this 
entire region. Parametric values of £ are considered for the nonsimilar 
overfire region. 

Velocity profiles are illustrated in Fig. 3. In the lower portion of the 
overfire region, the peak in the velocity profile shifts toward the wall 

Property 

Molecular weightb 

Boiling temperature (K) 
UkJ/kgY 
Cp(kJlkgKY 
Q(;nJ/kg-molK)d 

tiw X 10HN-s/m2)e 

co' for vF = 1 
B 
r 
TO 
Pr 

Methanol 

32.04 
337.7 

1226 
1.37 

675 
18.0 
1.5 
2.60 

.154 

.044 

.73 

Ethanol 

46.07 
351.5 
880 

1.43 
1278 

20.8 
3.0 
3.41 
.111 
.087 
.73 

Propanol 

60.09 
370.4 
788 

1.46 
1889 

21.6 
4.5 
3.71 

.096 

.134 

.73 

» Ambient conditions: air at 298 K, Ko. = .231, 
b Molecular weight of oxygen = 32 kg/kg-rnol 
c Value for the fuel at the boiling temperature 
d Lower heating value of the fuel at 298 K 
e Dynamic viscosity of air at the boiling temperature of the fuel 

15.3 X 10"6m2/s 
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Fig. 3 Velocity profiles within a methanol-fueled wall fire burning In air 

for a time as the effect of blowing due to mass transfer in the pyrolysis 
zone decays. At higher positions on the wall, the point of maximum 
velocity moves outward with increasing distance from the pyrolysis 
zone. 

Concentration profiles are shown in Fig. 4. The position of the flame 
is indicated by YF= YQ = 0. The flame moves toward the wall as £ 
increases, reaching the wall at £/• = 6.5, which ends the combust: i> 
region. Above the combustion region, oxygen diffuses back to the 
wall. 

Temperature profiles are shown in Fig. 5. During pyrolysis, tin: 
maximum temperature occurs in the flame, which is typical of cor/, 
busting similar flows where the temperature peak generally coincides 
with the position of chemical energy release. In the nonsimilar overfire 
region, however, the temperature maximum occurs outside the flame 
position. In this region, the rate of reaction in the fla.ne decreases as 
the concentration of fuel at the wall decreases; direct energy loss from 
the flame zone to the wall also increases as the flame position ap
proaches the wall. As a result of both these effects, the wake-like decay 
of the high temperature region produced by reaction lower on the wall 
begins to dominate the characteristics of the temperature profile 
causing the peak temperature to be outside the flame position. Near 
the tip of the flame, the temperature at the flame position is relatively 
low, and quenching of the reaction could be important in this region. 
A chemical kinetic effect of this type is not treated in the present 
model. Beyond the tip of the flame the temperature profile continues 
to spread, similar to the velocity profile. 
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Comparision of Theory and Exper iment . Fig. 6 presents pre
dicted and measured wall heat flux values in the laminar region for 
methanol. The experimental results consider various pyrolysis zone 
lengths and wall angles up to 36.6 deg (facing downward). 

The wall heat flux was obtained directly from the experiments in 
the overfire region. However, the heat flux was determined from the 
burning rate in the pyrolysis zone. During pyrolysis the wall heat flux 
is related to the burning rate as follows: 

q" = Lm" (26) 

Integration of equations (23) and (24) provides the following rela
tionships between average values and values at xo 

<j"Uo)/<?avg" = m"Urj)/ma 
;% (27) 

which is typical for natural convection processes. Equations (26) and 
(27) relate the measured average burning rate to the heat flux at XQ, 
allowing determination of the heat flux parameter; these values have 
been arbitrarily placed in the region 0 < { < 1 since they are theoret

ic i.. 

T i t 1 —1 

THEORY 
^ = 0 . 0 4 -1 
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J f END OF FLAME 
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Fig. 6 Wall heat flux for a methanol-fueled wall fire burning in air 

ically independent of £ in this region. 
A rough correlation of the laminar burning rate measurements for 

methanol reported by Kim, et al. [2] is 

g"xo/nu Gr* (28) 

for the range 5 X 104 < Grx ' < 108. Equation (28) can be rewritten in 
terms of the present heat flux parameter as follows 

<j".xPrGrx*
1/4/BLM« = 0.23 (29) 

where the missing property values have been supplied from Table 2. 
The value from equation (29) is about 18 percent lower than the 
present measurements shown in Fig. 6 for the pyrolysis zone. This 
discrepancy is well within errors expected due to property uncer
tainties (in particular, the value of nwo used to reduce the data in [2] 
is not reported) and the scatter of the experiments. 

The heat flux is low in the pyrolysis zone, due to the blowing effect 
of fuel evaporating at the wall. In the overfire region, the heat flux 
increases, within one pyrolysis zone length, to a relatively constant 
value which is maintained until the tip of the flame is approached. 
Beyond the end of the flame, the heat flux decreases rapidly once 
again. The experimental heat flux values start to decrease somewhat 
sooner than the predicted value of %f. 

Two wall conditions are illustrated for the predictions in Fig. 6; n 
= 0.044, which implies that the entire wall is at the temperature of 
the fuel surface in the pyrolysis zone; and TI = 0, which implies that 
the wall temperature in the overfire region is equal to the ambient 
temperature. There is little difference between the two cases due to 
the high flame temperature and the low pyrolysis zone surface tem
perature for methanol. This finding helps justify the present transient 
method for measuring wall heat flux and the assumption of a constant 
wall temperature used in the analysis, since it indicates that low levels 
of wall heating do not substantially influence the results. For n = 0, 
the wall heat flux is theoretically infinite at £ = 1 due to the step-
change in temperature, however the region of high heat flux values 
due to this effect is too small to be shown on the scale of Fig. 6. For n 
= 0.044, the flow asymptotically approaches a natural convection 
process on a heated, isothermal wall, and the heat flux eventually 
becomes negative at large | . 

Figs. 7 and 8 illustrate similar results for ethanol and propanol. 
Transition to turbulence in the combusting portions of the flow oc
curred in a shorter distance than for methanol, and a smaller pyrolysis 
zone length was required to measure the laminar heat flux at large £ 
for these fuels. 

The comparison between measured and predicted wall heat flu" 
is similar for the three fuels. The agreement between theory and ex
periment is perhaps fortuitously good in the pyrolysis zone. In the 

116 / VOL 100, FEBRUARY 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 

03 

0. 
X 

0 

7 

6 

.5 

4 

3 

2 

1 

0 

-

- EN[ 

i i i 

1/ 

a B 9 

8 A 
A 

) OF PYROLYSIS 

— i 1 f , , r^ 

I j - E N D OF FLAME 

\\ 
\\ 

A \ \ 

A V 
V< 

ETHANOL, Y0(n=0.23l 

x0(MM) £(OEG) 

3.0 0.0 A 
l l . l 0.0 O 
15.0 36.6 D 

i i i 

THEORY 
r, = O.I3 

^T, = 0.0 

t i 

10 12 14 
x/x„ 

18 20 

Fig. 7 Wall heat flux for an ethanol-fueled wall fire burning in air 

O .5 

a ^ 

1 ' I 1 1 1 1 1 t 

/ ^ - • ' " " " - — ^ ^ T - - - , THEORY 
/ / ^ x ^ * — - T . = 0.13 

• END OF FLAME-^ Y V , r = 0.0 

/ A A A A A A V 

b \ 
r A v 

~ 

-

\ s 
\ s 

A \ ^ 

END OF PYROLYSIS 

-

„ 

PR0PAN0L,YOm=O.23l A a, 

x0(MM) <£(DEG) 

3.0 0.0 A 
l l . l 0.0 0 
15.0 36.6 D 

A OCCASIONALLY TURBULENT 

10 12 

x/x„ 
18 20 

Fig. 8 Wall heat flux for a propanol-fueled wall fire burning in air 

overfire region, the measurements are generally only 15-20 percent 
lower than the predictions, except near the end of the flame where the 
discrepancy is somewhat greater. 

Fig. 9 illustrates the flame position results for the three fuels. The 
data has been placed in the local similarity coordinate system in order 
to facilitate comparison with the theory. The values for the pyrolysis 
zone were measured near xo; leading edge effects resulted in poorer 
comparison at lower values of x. The measurements are in reasonably 
good agreement with the predictions as far as they go; however, as 
illustrated in Fig. 2, the flame is not observed to return to the wall in 
the manner predicted by the diffusion flame theory. This is probably 
due to quenching of the reaction, as noted earlier. The heat flux results 
also support this view, since the measured heat flux consistently be
gins to decline sooner than predicted, suggesting a shorter length of 
active combustion. 

There are a number of factors potentially responsible for the dis
crepancies between theory and experiment. In addition to quenching 
near the tip of the flame, chemical kinetic effects due to fuel decom
position, as the fuel diffuses to the reaction zone, and dissociation in 
high temperature regions are not treated by the model; all these effects 
would tend to reduce the heat flux to the wall from the value predicted 
by the model. 
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Fig. 9 Flame shapes for alcohol-fueled wall fires burning In air 

The present model is only a crude approximation of the variable 
property characteristics of the flow field of the test fuels. The treat
ment of multicomponent diffusion, and the effect of concentration 
variations on properties would be required for a more exact, and po
tentially more accurate, model. 

Radiation losses from the flow could also be responsible for lower 
wall heat fluxes than the predictions. It is shown in the Appendix that 
the test wall absorbed only about one-fourth of the radiant energy lost 
by the flame which comprised about 12 percent of the wall heat flux 
at the worst condition. Therefore, it is conceivable that lower flame 
temperatures resulting from this radiant energy loss could cause wall 
heat fluxes lower than those predicted by a theory which neglects 
radiation. 

Wall Heat Flux Calculations. When the behavior of the three 
test fuels is compared, it is evident that as B increases and r decreases, 
the length of the flame and the wall heat flux in the overfire region 
both increase. The effect of B and r is illustrated more systematically 
in Fig. 10. The major effect of reducing the value of r, for a constant 
value of B, is to increase the length of the flame; although the heat flux 
values increase somewhat as well. Increasing the value of B when r 
is constant causes a substantial increase in the wall heat flux and the 
length of the flame. 

In natural fires, the ambient oxygen concentration for a given 
surface can vary due to oxygen consumption by neighboring burning 
elements. As the ambient oxygen concentration is reduced, both B 
and r decrease in value, which are counteracting effects from Fig. 10. 
The net result of varying the ambient oxygen concentration for 
methanol combustion is illustrated in Fig. 11. In this case, decreasing 
Yo» causes the heat flux to the wall to decrease and the flame length 
to increase. Even though the flame is shorter at higher values of Yo», 
the heat flux increases sufficiently so that the total heat transfer rate 
to the wall in the overfire region increases as Yo« increases, e.g., the 
total heat transfer rate is approximately twice as high in air as it is for 
Yo» = 0.1. The effect of ambient oxygen concentration was similar 
for ethanol and propanol; this is a limited survey, however, and these 
trends might not be observed for all materials. The more rapid surface 

Journal of Heat Transfer FEBRUARY 1978, VOL 100 / 117 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£ , , ( , , , , , , 

«ENDOfFL*M£ B=2 

Fig. 10 Wall heat flux lor various B and r values, Pr = 0.73, To = t\ = 0 

heating rate at higher ambient oxygen concentrations implies a faster 
rate of upward flame propagation. This is generally observed in 
practice. 

Transition to Turbulence. The shadowgraphs indicated the first 
appearance of turbulence at the outer edge of the boundary layer, with 
the turbulent region propagating toward the wall. The position of the 
first occurrence of turbulence oscillated up and down so that the flow 
was only turbulent a portion of the time at the lowest positions. The 
criteria for transition is different for the pyrolysis zone, the com
busting plume region, and the thermal plume region. A full survey of 
transition conditions was not completed, however laminar flow was 
generally observed in the thermal plume region for G r / < .5 — 2 X 
108. 

While G r / is well defined, it does not completely describe the 
conditions for transition. For example, transition is deferred some
what for stable wall angles and occurs sooner for unstable angles, 
similar to the observations of Vliet and Ross [10]. Transition also 
occurred at lower values of Grx ' as the point of transition approached 
the tip of the flame. Finally B and r control many of the processes of 
a wall fire, and there was a tendency for high B values and low r values 
to reduce the value of Grx ' for transition. Therefore, the above cri
terion should be treated only as a rough guide. 

Transition in the thermal plume region was not accompanied by 
a significant change in the variation of wall heat flux with distance, 
cf. Figs. 6 and 8. However, when transition occurred in the combusting 
portions of the overfire region, the wall heat flux was sharply reduced 
in the turbulent region. This effect is being examined more fully in 
current experiments. 

Conclusions 
Discrepancies between measured and predicted wall heat flux 

values and flame shapes were in the range 15-20 percent. The greatest 
errors were observed near the tip of the flame where wall quenching 
effects become important. Factors contributing to these discrepancies 
are: uncertainties in property values and the approximations of the 
variable property model, decomposition, dissociation and finite rate 
chemical effects in the flow field, and radiation. Further consideration 
of these phenomena would be desirable. 

The heat flux to the wall increases just beyond the pyrolysis zone 
as the effect of blowing decays. However, the heat flux remains rela
tively constant throughout much of the combusting plume region. 
Therefore, the presence of the flame provides an extended zone of high 
wall heat flux, serving to heat the combustible. 
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Fig. 11 Effect of ambient oxygen concentration on wall heat flux for meth
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Reduction of the ambient oxygen concentration increases the flame 
length, but for the fuels considered in this investigation, the wall heat 
flux decreases sufficiently so that the overall rate of preheating the 
combustible decreases as YQC is reduced. Due to the high flame 
temperatures within the combusting region, there is little change in 
wall heat flux due to increased wall temperatures, at least for surface 
temperatures in the pyrolysis zone in the range of the present test 
fuels. 

Conditions for transition in this flow are not fully resolved, however, 
for transition in the thermal plume region, the flow was generally 
laminar for Gvx' < 0.5 - 2 X 108. Transition is not completely de
scribed by G r / ; however, effects of fuel type, presence or absence of 
combustion, distance, and wall angle were also observed. 

While the theoretical model yields satisfactory results, the method 
of solution is ponderous for direct use in flame spread analysis, or 
predictions of heat transfer in fires. For such applications integral 
models are more convenient, and the present results should be of value 
in checking their accuracy. 

Acknowledgment 
This research was supported by the United States Department of 

Commerce, National Bureau of Standards, Grant No. 5-9020, under 
the technical management of Dr. John Rockett of the Center for Fire 
Research. 

References 
1 Kosdon, F. J., Williams, F. A., and Buman, C, "Combustion of Vertical 

Cellulosic Cylinders in Air," Twelfth Symposium (International) on Com
bustion, The Combustion Institute, Pittsburgh, 1969, pp. 253-264. 

2 Kim, J. S., deRis, J., and Kroesser, F. W., "Laminar Free-Convective 
Burning of Fuel Surfaces," Thirteenth Symposium (International) on Com
bustion, The Combustion Institute, Pittsburgh, 1971, pp. 949-961. 

3 Yang, K-T., "Laminar Free-Convection Wake Above a Heated Vertical 
Plate," ASME Journal of Applied Mechanics, Vol.31, 1964, pp. 131-138. 

4 Pagni, P. J., and Shih, T-M., "Excess Pyrolyzate," Sixteenth Symposium 
(International) on Combustion, The Combustion Institute, Pittsburgh, 1977, 
pp. 1329-1343. 

5 Hayday, A. A., Bowlus, D. A., and McGraw, R. A., "Free Convection 
From a Vertical Flat Plate with Step Discontinuities in Surface Temperature,'' 
ASME JOURNAL OF HEAT TRANSFER, Vol. 89,1967, pp. 244-250. 

6 Kim, J. S., de Ris, J., and Kroesser, F. W., "Laminar Burning Between 
Parallel Fuel Surfaces," International Journal of Heat and Mass Transfer, 
Vol. 17,1974, pp. 439-451. 

7 Blackshear, P. L., Jr., and Murty, K. A., "Some Effects of Size, Orien
tation, and Fuel Molecular Weight on the Burning of Fuel-Soaked Wicks,' 
Eleventh Symposium (International) on Combustion, The Combustion In
stitute, Pittsburgh, 1967, pp. 545-552. 

8 Ahmad, T., "Investigation of the Combustion Region of Fire-Induced 
Plumes Along Upright Surfaces," Ph.D. Thesis, The Pennsylvania State Uni-

Transactlons of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



versity, 1978. 
9 Williams, F. A., Combustion Theory, Addison-Wesley, Reading, Ma, 

1965, Chapter 1. 
10 Vliet, G. C, and Ross, D. C, "Turbulent Natural Convection on Upward 

and Downward Facing Inclined Constant Heat Flux Surfaces," ASME JOUR
NAL OF HEAT TRANSFER, Vol. 97,1975, pp. 549-555. 

11 Edwards, D. K., and Balakrishnan, A., "Thermal Radiation by Com
bustion Gases," International Journal of Heat and Mass Transfer, Vol. 16, 
1973, pp. 25-40. 

12 Raznjevic, K., Handbook of Thermodynamic Tables and Charts, 1st 
ed., McGraw-Hill, New York, 1976. 

APPENDIX 
Radiation effects are most important in the region adjacent to the 

top of the pyrolysis zone, since the gas temperatures are high and the 
flow has the maximum thickness for the pyrolysis zone. Radiation was 
evaluated for the most conservative condition of the present experi
ments which involves the methanol flame with 16 mm pyrolysis zone 
length. 

The theory provides the concentrations of fuel and oxygen, and the 
temperature, as illustrated in Figs. 4 and 5. In all regions of the flow, 
the concentration of nitrogen is 

YN=YNM~ BBFQ/(l + B)) (30) 

Two other relations are obtained by noting that H2O and CO2 are 
present in stoichiometric proportions under the present assumptions, 
and the sum of all mass fractions must be unity. 

The flow field was divided into five increments, and the average 
temperature and concentration for each increment was determined. 
The emissivity of an increment was computed by adding individual 
band emissivities, ignoring band overlap [11]. For these calculations, 
methanol was assumed to have radiation properties equivalent to 
methane. Gas absorption was ignored, since less than two percent of 
the emitted radiation was found to be absorbed by intervening in
crements. The wall was somewhat tarnished and it was taken to be 
a gray body with an emissivity of 0.55 [12]. 

It was found that radiation absorbed by the wall was about 12 
percent of the total wall heat flux at the top of the 16 mm pyrolysis 
zone. On the other hand, the flow absorbs little radiation and its total 
radiative loss is about four times larger than the increase in the wall 
heat flux due to radiation. 

The effect of gas radiation is smaller at positions higher on the wall, 
due to increased rates of convection, lower fuel and product concen
trations, and lower gas temperatures, cf. Figs. 4-6. Therefore, for the 
conditions of this experiment, direct radiative heat transfer to the wall 
is relatively small, although the high temperature portions of the flow 
are losing a significant amount of energy by radiation. 
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The Critical Time Step for Finite-
Element Solutions to Two-
Dimensional Heat-Conduction 
Transients 
Computationally-useful methods of estimating the critical time step for linear triangular 
elements and for linear quadrilateral elements are given. Irregular nodal-point arrange
ments, position-dependent properties, and a variety of boundary conditions can be ac
commodated. The effects of boundary conditions and element shape on the critical time 
step are discussed. Numerical examples are presented to illustrate the effect of various 
boundary conditions and for comparison to the finite-difference method. 

Introduction 

The use of the finite-element method in solving heat-conduction 
problems is becoming widespread due to the ease with which irregular 
geometries can be approximated as compared with the older, more 
established finite-difference method. The reason for this is that in 
the finite-element method, irregular nodal-point locations can be 
handled with no more difficulty than uniformly-spaced nodal points. 
The finite-difference method, on the other hand, is fairly convenient 
to use when the nodal points are located in a regular pattern but it 
becomes rather awkward when the boundaries of the region do not 
conform to the nodal-point grid or when it is desirable to have some 
portions of the region more heavily populated with nodes than other 
portions. 

The finite-element literature is fairly recent (1960s), and practically 
all of it is concerned with solving steady-state structural problems. 
Comparatively little has been written regarding the use of the fi
nite-element method in solving transient heat-conduction prob
lems. 

One of the well known features of the finite-difference method for 
heat-conduction transients is that the selection of too large a time step 
can lead to a meaningless, oscillatory solution. This problem is 
touched upon in practically every heat-transfer textbook. The largest 
time step for which a Euler solution will be stable (and for which a 
Crank-Nicolson solution will be nonoscillatory) is called the critical 
time step (A0C). The familiar criterion for one-dimensional transients 
is that aA0c/(Ax)2 = lk- For two-dimensional problems using a square 
grid of nodal points, «A9c/(Ax)2 = i/j- The ability to choose a stable 

time step (A0 £ Adc) in a computationally-convenient manner has 
previously been obtained and will be reviewed in this paper. Irregular 
nodal-point locations, position-dependent properties, and a variety 
of boundary conditions can be accommodated. A similar problem 
arises in the finite-element method, but it is more severe. The critical 
time step is smaller, and the knowledge of how to choose a stable time 
step in a computationally convenient manner is lacking. 

Myers [l]1 mentions numerically-induced oscillations in one-
dimensional finite-element problems but does not give any useful 
ways to cope with the problem. Lemmon and Heaton [2] derive a 
stability criterion for one-dimensional transients with uniform 
nodal-point spacing and uniform properties. For the finite-element 
method they found that aA6c/(Ax)2 = % as compared to the finite-
difference value of V2- One-dimensional problems are not too exciting 
as far as the finite-element method is concerned because they can be 
handled just as effectively by finite differences. The real utility of the 
finite-element method comes in treating two and three-dimensional 
problems with irregular regions and their concommitant irregular 
nodal-point arrangements. 

Yalamanchili and Chu [3] use the von Neumann method to deter
mine the critical time step for two-dimensional transients. For the 
finite-element method, using square elements, they report that 
aA0c/(Ax)2 = l/12 as compared to the finite-difference value of lk. As 
in the one-dimensional case, a more restrictive time step is found for 
the finite-element method. The von Neumann theory is strictly valid 
only for an infinite number of uniformly-spaced nodal points and 
uniform thermal properties, and it does not consider the boundary 
conditions. Yalamanchili reconsiders this problem in a more-recent 
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paper [4] but does not present any new information that would allow 
treatment of more general problems. 

Up to this time, no computationally-useful method of estimating 
the critical time step has been reported for the finite-element method 
that is capable of treating general problems. The present paper pro
vides such a method for linear triangular elements (equation (20)) and 
for linear quadrilateral elements (equation (24)). Furthermore the 
paper summarizes the theory necessary to provide a thorough un
derstanding of the critical-time-step problem. The significance of the 
critical time step to the Crank-Nicolson scheme is discussed. The von 
Neumann theory is shown to overestimate A0C in many situations and 
hence is not a safe technique to use in general. Numerical examples 
are given to illustrate the effect of various boundary conditions and 
to make comparisons with the finite-difference method. The theory 
is used to determine the optimum shape of triangular element. 

Transient Equations 
This paper is concerned with the general, two-dimensional, heat-

conduction transient described by the partial differential equation 

p(x,y)c(x,y) 
_d_ 

dx b{x'y)^] 
+ — \k(x,y) , . , . . . , +g'"(x,y) (1) 

Observe that the thermal properties can be functions of position but 
not time or temperature in this paper. In addition, there will be no 
restriction to simple geometrical regions. 

The conditions along the boundaries of the region may be any 
combination of adiabatic, convective, specified heat flux, or specified 
temperature as shown by equations (2) through (5). 

dt 
Adiabatic: — = 0 

dn 

Convective: —k 
_di_ 

dn 
••h(t„-t) 

dt 
Specified heat flux: —k — = q"s 

dn 

Specified temperature: t = ts 

(2) 

(3) 

(4) 

(5) 

The parameters h, t», qs", and ts can vary with position around the 
boundary but may not depend upon time or temperature. 

Finally, the initial condition is given by 

t(x,y, 0) = t'-oHx,y) (6) 

Equations (1-6) represent the exact mathematical description of the 
class of problems considered in this paper. 

Spatially-Discrete Equations. The finite-element and the fi
nite-difference methods for solving this problem both involve using 
a set of n nodal points to subdivide the region into a finite number of 
discrete regions. This discretizing process is discussed in [l] for both 
the finite-difference and finite-element methods. Both methods re
place equations (1-5) by a system of first-order ordinary differential 
equations that can be compactly written in matrix notation as 

Ct = -St + r 

The initial condition, equation (6), is replaced by 

t(0) = t<0) 

(7) 

(8) 

The temperature vector t contains the temperatures at the n nodal 
points. The capacitance matrix C describes the thermal-storage ability 
of the discretized problem. It involves the density, specific heat, and 
the area of each discrete region. The conductance matrix S contains 
the conductances between the various discrete regions and between 
the boundary and the ambient. Both C and S will be symmetric and, 
if the nodal points are numbered properly, they will be banded rather 
than full matrices. The input vector r contains the effects of energy 
generation, convective ambient temperature, specified boundary heat 
flux, and specified boundary temperature. The matrices C, S, and r 
will be constants (independent of time and temperature) for the class 
of problems considered in this paper. 

The matrices C, S, and r obtained by the finite-element method will 
not in general be the same as one would obtain using the finite-dif
ference method. Computationally, the most significant difference is 
that the finite-difference C will be diagonal, whereas it is not diagonal 
in the usual finite-element formulation. This difference is the 
underlying reason that the critical-time-step problem must be 
restudied for the finite-element method. 

.Nomenclature-
a = shortest side of triangular element; L 
a = constant vector in equation (11); T 
A = area of finite element; L2 

b = longest side of triangular element; L 
b = constant vector in equation (11); T/Q 
c = specific heat; E/MT 
c = third side of triangular element; L 
c,-; = diagonal entry in row i of C; E/LT 
G = capacitance matrix; E/LT 
D = diagonal of C;E/LT 
E = dimension of energy; E 
g'" = energy generation rate per unit volume; 

E/OL3 

h = heat-transfer coefficient; E/0L2T 
H = Biot number, hL/k; none 
k = thermal conductivity; E/QLT 
L = size of square region; L 
L = dimension of length; L 
M = dimension of mass; M 
n - inward coordinate normal to boundary; 

L 
n = total number of nodes; none 
q = lower bound on /3X; none 
ql = specified boundary heat flux; E/QL2 

r = input vector; E/QL 
sa = diagonal entry in row i of S; E/QLT 
Sjj = off-diagonal entry in row i of S; 

E/QLT 
S = conductance matrix; E/QLT 
t = temperature; T 
ts = specified boundary temperature; T 
t„ = ambient temperature; T 
t(0) = initial temperature; T 
t = temperature vector; T 
j w = temperature vector at time <?'"'; T 
t = time derivative of temperature vector; 

Tie 
T = dimension of temperature; T 
u = eigenvector; unspecified 
v = eigenvector; unspecified 
x = position coordinate; L 
x = eigenvector; VLT/E 
X = eigenvector matrix; VT/FfE 
XT = transpose of eigenvector matrix; 

VLT/E 
y = position coordinate; L 
a = thermal diffusivity; L2 /6 

(3 = angle between side c and x-axis; none 
/3 = eigenvalue; none 
(3i = smallest eigenvalue of equation (35); 

none 
A0 = time-step size; G 
Adc = critical time step; 9 
A0„ = Toeplitz estimate of critical time step; 

9 
A0* = safe estimate of critical time step; 9 
Ml = estimate of A0„; 9 
0 = time; 9 
0M = time at step number v; 9 
9 = dimension of time; 9 
K = eigenvalue; 1/9 
Kn = largest eigenvalue of equation (33); 

1/9 
A; = i t h eigenvalue of equation (14); 1/9 
X„ = largest eigenvalue of equation (14); 

1/9 
A = diagonal eigenvalue matrix; 1/9 
Mi = 1th entry in M; none 
M = diagonal matrix in equation (11); none 
v = time-step number; none 
p = density; M/L3 
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Trans ien t Solutions. The solution to equation (7) will approxi
mate the solution to equation (1) with boundary conditions given by 
equations (2-5). In practical problems it is too much work to find the 
exact analytical solution to equation (7). Instead, step-by-step, 
time-marching schemes such as Euler or Crank-Nicolson are used to 
approximate the solution to equation (7). 

In the Euler scheme, equation (7) is replaced by 

Ci<"+1> = (C - SAfl)t<"> + rA6 (9) 

The Crank-Nicolson scheme replaces equation (7) by 

( c + S — ) t<"+1> = ( c - S — ) t<"> + rA0 (10) 

In the finite-difference method C is diagonal and equation (9) can be 
solved explicitly for the new set of temperatures i<"+1'. In the finite-
element method C is not diagonal and equation (9) does not give an 
explicit solution for t(,,+1). Rather, a system of algebraic equations must 
be solved at each time step (an implicit solution). The Crank-Nicolson 
scheme is implicit for both methods because S (which is not diagonal) 
has been introduced on the left-hand side of the equation. Conse
quently in the finite-element method one would normally use the 
more accurate Crank-Nicolson scheme since it can be carried out with 
no more computations than the Euler scheme, whereas in the finite-
difference method one could choose Euler and avoid an implicit so
lution. 

Reference [5] shows that the exact analytical solution to equation 
(7), the Euler solution, and the Crank-Nicolson solution can all be 
written as 

i<"+1> = a + bfi("+1> + XM"+1XTC(i<°> - a) (11) 

where the vector b must satisfy 

Sb = 0 (12) 

and the vector a must satisfy the equation 

Sa = r - Cb (13) 

The matrix X contains the eigenvectors (xi, x2,. . . , x„) of the gener
alized eigenproblem given by 

SX = CXA (14) 

where A is a diagonal matrix containing the eigenvalues (Xi ^ X2 £ 
...< XJ. 

The only place the three solutions represented by equation (11) 
differ is in the diagonal matrix M. The diagonal entries, m, in M for the 
exact analytical solution to equation (7) are given by 

Hi = exp (-X..-A0) (15) 

If these Mi are substituted into equation (11) the exact analytical so
lution to equation (7) is seen to be the sum of n decaying exponentials 
(in addition to the linear leading terms). For the approximate Euler 
scheme, equation (9), 

Mi = 1 - AiAfl (16) 

For the approximate Crank-Nicolson scheme, equation (10), 

Hi = 1') 
2 + A;A0 

The Euler and Crank-Nicolson relations, equations (16) and (17), are 
approximations to the exact relation, equation (15). These three 
relations between Hi and X;A0 are compared in Fig. 1. Observe that 
the Crank-Nicolson relation is a much better approximation than the 
Euler relation. Thus for the same A0 Crank-Nicolson will give a better 
approximation to the solution of equation (7) than Euler will. As A0 
goes to zero all three curves converge, but this is generally too small 
a time step to be practical. 

The character of each of the three solutions is related to the nu
merical values of Mi- Since M is diagonal, the entries in M"+1 in equation 
(11) will be Hil'+1- Hence for values of M; between 0 and 1, Hi"+1 will 

X | A 0 

Fig. 1 Comparison of Euler and Crank-Nicolson values of HI i ° exact 
values 

steadily decay to zero (e.g. V2, % V8, Vi6,...). For values of Mi between 
0 and - 1 , Mi"+1 will also decay to zero but will alternate sign (e.g. -'/2l 
lk< ~1h> Vi6. • • -)-These alternations in sign will propagate throughout 
the solution and give rise to "numerically-induced oscillations" in the 
temperature until they eventually die out. Finally, for values of M; less 
than - 1 , Hi,,+* will not only alternate in sign but will grow in amplitude 
(e.g. —2,4, - 8 , 1 6 , . . .). This behavior will produce unstable, numer
ically-induced oscillations in the temperature solution. Observe from 
Fig. 1 that the Euler scheme can exhibit all three kinds of behavior 
(steady decay, oscillatory decay, and oscillatory growth) if AS is large 
enough. The Crank-Nicolson scheme can only have steady decay and 
oscillatory decay. The exact analytical solution will only have a steady 
decay. It should be mentioned that in the finite-element method the 
exponentials in the exact analytical solution can add together in such 
a way as to produce some oscillatory behavior at small times [1] hut 
this behavior should not be confused with numerically-induced os
cillations. 

The larger the value of Afl that is used, the more serious the nu
merically-induced oscillations become. Euler solutions can go out of 
control in a few time steps. Although the Crank-Nicolson scheme will 
never be unstable, the oscillations can make the solution useless. Thus 
the selection of a suitable time step is important for both the Euler 
and the Crank-Nicolson schemes. 

The Critical Time Step 
The value of Ad beyond which the Euler solution would exhibit 

unstable oscillations is called the critical time step, A9C. A value of A(l 
less than or equal to A0C will ensure that none of the Hi is less than - 1 . 
The most negative value of Hi will be Hn- It can be seen from Fig. 1, or 
equation (16), that Hn = - 1 when X„ A0 = 2. Thus the critical time step 
is given by 

2 
A0C = — (18) 

Arc 

The critical time step thus depends only upon the maximum ei
genvalue of the generalized eigenproblem stated by equation (14). 
Therefore only the factors that determine the entries in C and S are 
important in determining the critical time step. Nodal-point locations, 
thermal properties (h,p,c, and h), and which nodal temperatures are 
specified are important. Factors such g'", q"s, t„, and the actual value 
of a specified temperature, ts, enter the problem only in the vector 
r and hence do not affect the critical time step. The initial condition, 
equation (6), is also unimportant. 

Reference [5] discusses an important exception to equation (18)-
When there are specified-temperature nodes there will be an equal 
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number of eigenvalues that are directly associated with these nodes 
which will cancel out of the solution and hence will not influence the 
stability and oscillation characteristics. If any of these special ei
genvalues is An it can be disregarded. In this case A„_i should be used 
in equation (18) to determine the critical time step. That is, the largest 
eigenvalue not associated with a specified-temperature node should 
be used in equation (18). 

It should also be observed from Fig. 1 that the critical time step 
defined by equation (18) is also the time step at which numerically-
induced oscillations will begin to show up in the Crank-Nicolson so
lution. Thus a choice of Ad s A0C will also ensure that no numeri
cally-induced oscillations will occur in a Crank-Nicolson solution. 
Since numerically-induced oscillations are unwelcome if they are too 
large, the critical time step is an important parameter in a Crank-
Nicolson solution even though the solution will always be stable. 

Although it is important to understand that the maximum eigen
value determines the critical time step, precise evaluation of A„ re
quires a major computational effort. It is not a convenient technique 
for finding A0C. 

Safe Est imates. A "safe" estimate (A0*) of the critical time step 
is one which is less than or equal to the critical time step. An "unsafe" 
estimate of the critical time step is one that is larger than A0C. This 
would allow the possibility of choosing AO less than the unsafe esti
mate but greater than Adc and hence obtain an unstable Euler solution 
or an oscillatory Crank-Nicolson solution. A safe estimate can be 
found by making an estimate of \„ that is guaranteed to be too large 
and substituting it into equation (18) instead of A„. 

There is a theorem by Gerschgorin [5,6] that can be applied almost 
immediately in the finite-difference method since C is diagonal. The 
finite-difference result is that 

A0'c = 2 Min 
£ = 1 

su+ E | s , ; | 
7 = 1 

(19) 

where c„- and su are the diagonal entries in row i of C and S and sy is 
an off-diagonal entry in S when ;' ^ i. The notation in front of the 
brackets means that the computation should be done for each of the 
n rows, and the minimum result should be taken as A0*. Reference 
[5] shows that rows corresponding to specified-temperature nodes may 
be excluded from this computation. 

The development of a similar relation for the finite-element method 
is more involved since C is not diagonal. The proof depends upon the 
symmetry of C and S and upon the particular structure of C in addition 
to the Grsechgorin theorem as shown in the appendix at the end of 
the paper. For linear triangular elements the result is that 

A0* = Min 
i = i 

su + L 
7 = 1 
7Vi 

(20) 

The only difference between the finite-element relation, equation (20), 
and the finite-difference result, equation (19), is the factor 2. However, 
since the entries in the finite-element C and S will in general be dif
ferent than for finite differences, the estimates will not simply differ 
by a factor of two. 

Equations (19) and (20) are quite general results. They may be used 
for problems with irregular nodal-point locations, position-dependent 
properties, and any combination of the boundary conditions given 
by equations (2-5). Equation (20) is a new result that is as convenient 
for the engineer to use in finite-element computations as equation (19) 
has been in the past for finite-difference computations. In finite-
element practice a lumped-capacitance formulation is sometimes 
used. In this case C is diagonal and equation (19) should be used to 
estimate the critical time step. 

Toeplitz Estimates. The Fourier method (separation of variables) 

used by Lemmon and Heaton [2] to estimate the critical time step and 
the von Neumann method used by Yalamanchili and Chu [3] are 
closely related. Both assume there are an infinite number of uni
formly-spaced nodal points and that the thermal properties are uni
form. Both methods ignore the boundary conditions of the problem. 
With all of these restrictions C and S will be infinitely-large Toeplitz 
matrices [7]. Analytical expressions for the eigenvalues of such ma
trices can be derived. If the largest eigenvalue, A„, is substituted into 
equation (18), a "Toeplitz estimate" (A0„) is obtained. This result is 
the same as one obtains via the Fourier or von Neumann method. 
Toeplitz estimates as applied to finite differences and finite elements 
are elaborated on in [5]. 

Since the maximum Toeplitz eigenvalue is not necessarily greater 
than An, the Toeplitz estimate (A0„) is not a safe estimate. Its relation 
to A0C and A0*c will become apparent in the numerical examples of the 
next section. Toeplitz estimates can, however, be used to make in
teresting comparisons between various methods. For a square 
nodal-point grid, the Toeplitz estimate for triangular finite elements 
has been found [5] to be 

2 - \ / 3 
•• 0.0774 (21) 

«Afl„ 

(A*)2 2\/j} 

For square finite elements, Yalamanchili and Chu [3] found that 

«Aflm 

(Ax)2 •• — = 0.0833 
12 

For finite differences, 

*A0„ 1 
• = 0.2500 

(22) 

(23) 
(Ax)2 4 

Observe that both finite-element methods are much more restrictive 
than the finite-difference method. Also note that triangular elements 
are slightly more restrictive than square elements. 

N u m e r i c a l E x a m p l e s 
The numerical examples presented in this section illustrate the 

behavior of the critical time step as a function of the nodal-point grid 
size and the boundary conditions. The relationship between A9C, Ad*c 

and A6„ is discussed. Finite-difference results are incorporated for 
comparison. 

Fig. 2 describes the region that will be examined. A uniform, square 
arrangement of nodal points will be used. Two finite-element ar
rangements will be considered—one will have all positive diagonals 
and will be indicated by a ffi; the other will have all negative diagonals 
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Fig. 2 Example problem 
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and be indicated by a 9. The boundaries along x = 0 and along y = 
0 will be adiabatic. The boundaries along x = L and along y = L will 
both be adiabatic, or convective, or have a specified temperature. 
Thermal properties will be uniform. 

Exact Values. The exact values of the critical time step are shown 
in Fig. 3 for the various boundary conditions and element arrange
ments. These values are obtained by actually computing the maxi
mum eigenvalues for equation (14) and substituting them into 
equation (18). The Toeplitz values, equations (21) and (23), are also 
shown. 

Observe that for the finite-difference method the nondimensional 
critical time step for the completely adiabatic boundary (H = 0) is 
independent of the number of nodes and is the same as the Toeplitz 
estimate. For H > 0 it appears that the Toeplitz estimate is the lim
iting value as the number of nodes becomes infinite. This is reasonable 
since the assumptions behind the Toeplitz estimate are more nearly 
satisfied as the number of nodes increases. These observations do not 
appear to be true for the finite-element method however. Here it 
appears that the limiting value approached by all but the top curve 
is slightly below the Toeplitz estimate. This must be due to a boundary 
effect that is not accounted for by the Toeplitz theory. Consequently 
the Toeplitz estimate is hardly ever a safe one to use for triangular 
elements. 

The effect of convection, for both finite differences and finite ele
ments, is to reduce the critical time step. Thus the Toeplitz estimate 
is not a safe one to use for either method if there is a convective 
boundary. As H becomes large, A0C goes to zero and an excessively 
large number of time steps would be required to complete a transient 
solution. However as H becomes large, the convective boundary may 
be satisfactorily modeled as a specified-temperature boundary. Ob
serve that the critical time step for the specified-temperature 
boundary is less restrictive than the completely adiabatic boundary. 
Thus as H becomes large, one should think about changing the model 
from a convective boundary to a specified-temperature boundary to 
avoid being forced to take very small time steps. 

Although the nondimensional critical time step increases (for tf 
> 0) as the number of nodes increases, A0C itself is decreasing since 
Ax is decreasing. In the limit a constant value (approximately the 

Toeplitz value) is approached, and then A9C is proportional to 
(Ax)2. 

Estimates. Estimates of the critical time step (and of the Toeplitz 

value) based on equations (19) and (20) are shown in Fig. 4. The same 
qualitative behavior as Fig. 3 is observed. The finite-difference curves 
all approach the Toeplitz limit as the number of nodes increases 
whereas all but one of the finite-element curves approaches a limit 
of 1/24 which is below the Toeplitz limit. 

The curves in Fig. 4 all fall below the corresponding curves in Fig 
3 as expected, but it is interesting to note that the difference between 
A0* and A0C is much less for the finite-difference method than for the 
finite-element method. The nondiagonal nature of the finite-element 
C has not permitted as good an estimate of A„ as when C is diago
nal. 

Discussion 
Previous investigations [2, 3] have used the Fourier or von Neu

mann method to study the critical-time-step problem. These tech
niques are seen in this paper as being related to Toeplitz matrix theory 
and simply provide a limiting-case solution as the number of nodal 
points becomes infinite. Although these techniques provide an in
teresting comparison between various discretization methods, they 
do not provide a computationally useful way to make a safe estimate 
of the critical time step in a general situation. 

The major new result presented in this paper is equation (20) which 
gives a computationally convenient safe estimate of the critical time 
step for the finite-element method when using linear triangular ele
ments. This result is applicable to problems with irregular nodal-point 
spacing, position-dependent properties, and a variety of boundary 
conditions. The engineer can now conveniently and safely estimate 
the critical time step. 

The finite-element result, equation (20), cannot be expected to hold 
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for non-triangular elements but it should be possible to derive similar 
results for other elements. As an example, it can be shown that for the 
linear quadrilateral element 

A0': 
1 n 
- M i n 
2 ;=i 

c» 
(24) 

This equation replaces equation (20) for the quadrilateral elements. 
It is an extension of the comments of Yalamanchili and Chu [3] re
garding square finite elements. 

Comparisons of the critical time steps for the finite-element method 
with the finite-difference method show that the finite-element 
method is more restrictive. This is an interesting observation, but it 
will probably not govern the choice between using finite elements or 
finite differences. The superiority of the finite-element method at 
handling irregular geometries will probably override the disadvantage 
of being forced to take smaller time steps. 

Convective boundary conditions have been shown to be an im
portant factor in determining the critical time step. An alternative 
way to study this effect is shown in Pig. 5. Observe that as Ax de
creases, aA0*c/(Ax)2 for finite differences approaches 1/4 (the Toeplitz 
value) for all values of h. The corresponding limiting value for the 
finite-element curves is 1/24 (54 percent of the finite-element Toeplitz 
value, equation (21)). For large hAx/k, each curve in Fig. 5 becomes 
linear. In this range A0* is inversely proportional to the heat-transfer 
coefficient. 

The effect of the shape of the triangular element can be studied by 
using Toeplitz estimates. The various triangular shapes may be par
ameterized as shown in Pig. 6. Although an analytical expression for 
the Toeplitz eigenvalues can be derived, it is not an easy task in gen
eral to find the maximum eigenvalue. Consequently an estimate (A(C)> 
following equation (20), will be applied to the Toeplitz matrices. For 
triangular elements it can be shown [5] that 

aAOl 

Ax Ay 

0 
[2(cT+2+K9cos3+©lcH] 

(25) 

For comparison, the finite-difference result for /} = 90 deg is given 
by2 

aAIL_ 

Ax Ay 

© 

•\»m 
(26) 

It should be mentioned that for the finite-difference result it happens 
that A#L = A9». In both cases A(C has been normalized using the 
product Ax Ay which is twice the area of the triangle. Pig. 7 is a plot 
of equations (25) and (26). The angle /? is an important factor for tri
angular elements. For a fixed value of ale, A0l increases as /3 increases 
until the maximum is attained when the triangle becomes isosceles. 
The optimum shape of isosceles triangle is the equilateral triangle (ale 
= 1). 

For the triangular elements used in arriving at equation (21), /3 = 
90 deg, ale = 1, and Ax = Ay. From equation (25) then, 

«A0. 

(Ax)2 16 ' 
0.0625 (27) 

This is a more restrictive result than given by equation (21) because 
equation (25) was derived using an overestimate of the maximum 

• When /3 j ^ 90 deg, the finite-difference expression is cumbersome to obtain 
for some of the same reasons that finite differences are cumbersome to program 
for irregular nodal locations. 
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Fig. 5 Effect of convection on the critical time step 

Fig. 6 Geometrical-shape parameters for triangular elements 

Toeplitz eigenvalue, whereas equation (21) used the precise value. 
Similarly, the equilateral triangle result shown in Fig. 7 is 1/8V3 = 
0.0722, whereas the precise value is 1/6V3 = 0.0962. Observe that this 
precise value for the equilateral triangle is less restrictive than the 
precise value, equation (22), which Yalamanchili and Chu [3] found 
for the square element, whereas the precise value for the right-tri
angular element, equation (21), is more restrictive. 

Since the finite-element C is not diagonal, the Crank-Nicolson 
scheme should be used instead of Euler because it gives more accuracy 
with no additional computational effort. Since Crank-Nicolson is 
always stable, the critical time step can be exceeded without losing 
control of the solution. Numerically-induced oscillations will be in
troduced into the solution however. The larger the time step the more 
serious the oscillations. Wood and Lewis [8] show how this "noise" 
can be artificially damped by an averaging process. 

C o n c l u s i o n s 

The conclusions of this paper can be summarized as follows: 
(1) The critical time step for linear triangular elements can be safely 
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1.0 

estimated using equation (20). For linear quadrilateral elements 
equation (24) should be used. 
(2) Relative to an adiabatic boundary, convection reduces the critical 
time step whereas a specified-temperature boundary will increase the 
critical time step. 
(3) The equilateral triangle is the best shape of triangular element 
as far as the critical time step is concerned. 
(4) Critical time steps for the finite-element method are smaller than 
for the finite-difference method. 
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APPENDIX 
An alternate statement of the eigenproblem given by equation (14) 

Sx = XCx (28) 

When C is diagonal as in finite differences or in the lumped-capaci
tance finite-element formulation, equation (28) can be premultiplied 
by C - 1 and Gerschgorin's theorem [6] can be applied to obtain a 
meaningful bound on X„. This bound can then be substituted into 
equation (18) to obtain equation (19). When C is not diagonal, com
putation of C_ 1 is to be avoided due to the extensive computations 
and the additional computer storage requirements. 

The first step in obtaining equation (20) is to define a diagonal 
matrix D as the diagonal of the matrix C. Matrix D can be introduced 
into equation (28) to give 

(D-l'2SD-l'2)Dl'2x = A t D - ^ C D - ^ D ^ x (29) 

This is a new eigenproblem with the same eigenvalues as equation (28) 
and eigenvectors D1/2x instead of x. The parenthesized matrices are 
symmetric. 

There is a relatively well-known theorem [6] that can be applied 
to equation (29) to give 

A„ £ ~- (30) 
Pi 

where K„ is the maximum eigenvalue of 

( D - ^ S D - ^ V = «u' (31) 

and /3i is the minimum eigenvalue of 

( D - ^ C D - ^ V = pV (32) 

Premultiplying equation (31) by D~1/2 and introducing u = d~1/2u' 
gives 

D-xSu = «u (33) 

The Gerschgorin theorem [6] may be applied to d_1s to give an upper 
bound on K„ as 

Kn s Max j^i- ( Sil. + £ |Sij | ) J (34) 

Premultiplying equation (32) by D1'2 and introducing v = d_ 1 'V 
gives 

Cv = |3Dv (35) 

Next a parameter q will be introduced by subtracting 6>Dv from both 
sides of equation (35) to give 

(C-qD)v = (p'-G')Dv 

It then follows [6] that 

01-q 

ft £ <? + 

minimum eigenvalue of (C — qD) 

maximum eigenvalue of D 

minimum eigenvalue of (C — qD) 

maximum eigenvalue of D 
(36) 

The value of q will be chosen as the largest value for which the mini
mum eigenvalue of (C - qO) can be guaranteed to be non-negative. 

The matrix (C - <jD) can be constructed as a sum of contributions, 
(C(e) - <7D<s)), from each finite element. For triangular finite elements, 
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each (C(e) - <?D(e)) will have re - 3 eigenvalues that are 0. The re
maining 3 eigenvalues will be equal to the eigenvalues of the ma
trix 

pcA 

12 

2 -2 (7 1 1 

1 2 -2(7 1 

1 1 2 - 2 q 

(37) 

These eigenvalues are pcA(l - 2q)/12, pcA(l — 2q)l\2, andpcA(4 — 
2</)/12. The largest value of q that will ensure non-negative eigen
values for (C<e> - (7D(c)) is q = 1/2. Since, for this value of q, (C - qD) 
is the sum of matrices with non-negative eigenvalues, (C — qD) will 
also have only non-negative eigenvalues [6]. Hence equation (36) will 
give 

1 
(38) 

, Substitution of equations (34) and (38) into equation (30) will give 
a bound on \n which can then be substituted into equation (18) to 

yield equation (20). 
The development of equation (24) for quadrilateral finite elements 

is the same as for triangular elements. The only difference is that the 
matrix (37) is replaced by 

pcA 

36 

4 - 4 q 2 1 2 

2 4 - 4 ( ? 2 1 

1 2 4 - 4 q 2 

2 1 2 4 - 4 q 

From which q = 1/4 and equation (24) will result. 
Further details of the analysis presented in this paper can be found 

in a 180-page report by Myers [5]. Also discussed in this report is a 
modified form of equation (20) which can sometimes give better es
timates of the critical time step. Discussions are also presented to 
explain the effects of heat-transfer boundary conditions upon the 
eigenvalues and hence upon the critical time step. This report may 
be obtained by writing to: Informational Resources Office, Engi
neering Experiment Station, University of Wisconsin—Madison, 1500 
Johnson Drive, Madison, Wisconsin 53706. 
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A Mixture Theory for Quasi-One-
Dimensional Diffusion in Fiber-
Reinforced Composites1 

A binary mixture theory is developed for heat transfer in unidirectional fibrous compos
ites with periodic, hexagonal microstructure. The case treated concerns a class of prob
lems for which heat conduction occurs primarily in the fiber direction. Model construction 
is based upon an asymptotic technique wherein the ratio of transverse-to-longitudinal 
thermal diffusion times is assumed to be small. The resulting theory contains information 
on the distribution of temperature and heat flux in individual components. Mixture accu
racy is estimated by comparing transient solutions of the mixture equations with finite 
difference solutions of the Diffusion Equation for an initial boundary value problem. Ex
cellent correlation between "exact" and mixture solutions is observed. The construction 
procedures utilized herein are immediately applicable to other diffusion problems—in 
particular, moisture diffusion. 

Introduction 

In this paper a continuum mixture theory for heat conduction 
in a fiber-reinforced composite is presented. As in the earlier work 
on diffusion in laminated composites [1, 2],2 the technique used for 
construction of the continuum model follows an asymptotic method 
introduced by Hegemier [3] and successfully applied to the solution 
of wave-propagation problems [3-5]. The essential feature of the as
ymptotic technique is that it retains the heterogeneous character of 
the material, and yields, to a desired degree of approximation, in
formation on temperature distribution in individual components of 
the composite. 

It is, of course, possible to state the balance laws for composites 
directly in the form of a mixture theory by introducing partial heat 
flux quantities and an interaction term within the framework of 
general continuum theories of mixtures, as, for example, in [6]. Use 
of such an approach, however, leads to constitutive equations that 
involve mixture thermal properties which cannot be analytically de
termined even if the fiber and matrix are arranged in a periodic 
manner and their properties are known. On the other hand, use of the 
asymptotic technique described in [3-5] leads directly to a continuum 
theory in a mixture form involving composite material properties 
which can be determined from a knowledge of the geometrical ar-

1 Research was sponsored by Air Force Office of Scientific Research. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 
4,1977. 

rangement and material properties of the individual constituents. 
In the following, a mixture theory is constructed for the case in 

which heat conduction occurs primarily in a direction parallel to the 
fiber axis. An initial boundary value problem is solved, and results 
are compared using the mixture theory and a finite difference code 
solution of the Diffusion Equation. 

A study of the problem class treated in this paper is important in 
many thermal protection applications, such as re-entry vehicle heat 
shields and nosetips in which the primary direction of heat flow is the 
fiber axis. Moreover, although the problems studied here can be di
rectly solved by using numerical techniques, the reduction to one-
dimensional problems leads to greater computational efficiency. This 
advantage becomes even more obvious when it is desired to analyze 
materials with temperature dependent properties. A study of such 
nonlinear effects will be the subject of a forthcoming paper. 

Although the ensuing development is carried through for heat 
conduction problems, it is equally applicable to other diffusion phe
nomena which have recently attracted much attention, e.g. diffusion 
of moisture in composites [7, 8]. 

Formulation 
Consider a periodic hexagonal array of circular cylindrical fibers 

(Constituent 1) embedded in a matrix (Constituent 2) as shown in Fig-
1. With respect to a polar cylindrical coordinate system r, 1), x, let the 
composite occupy the domain 0<x<(,0<r<o>to<8<2ir. We 
assume that the temperature or heat flux boundary conditions on the 
boundaries at x = 0, ( are such that the temperature distribution is 
similar in each hexagonal cell. As a consequence of this, the external 
boundary of the unit cell becomes a line of symmetry, and the com
ponent of the heat flux normal to the hexagonal boundary vanishes-
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Fig. 1 Geometry and coordinate system 

We further assume that there is no thermal resistance across the bond 
between the fiber and the matrix. 

To describe heat conduction in a typical unit cell, the hexagonal 
boundary is approximated in the following development by a circle, 
as in the previous investigations of wave propagation [4,5]. As a result 
of this approximation the temperature distribution within the cell 
is axisymmetric, with zero heat flux normal to the outer circular 
boundary of the matrix. Using the notation dt( ) = 3( )/dt etc., the 
initial boundary value problem that describes heat conduction in the 
cell is given by the following set of equations: 

(<j) Conservation of Energy 

- - d-r{fqf{a)) - <3xfe(a)) = jZ<«>oVT<«> 
r 

(b) Constitutive Equations 

(c) Interface Condition 

TW(x, TL i) = T<2>(x, n, t) 

qTM(x,ri,t) = q-r(2Kx,h,t) 

(d) Symmetry Condition 

q-rm(x, f2, t) = 0 

(1) 

(2) 

(3a) 

(3b) 

(4) 

(e) Initial and boundary data. 
The quantities q-p(<,), qjM, M'"', T'™', k<o) in foregoing are, respec

tively, the heat flux vector components, heat capacity, temperature, 
and thermal conductivity of the a (=1 or 2) constituent. 

N o n d i m e n s i o n a l i z a t i o n 
To facilitate the analysis, the basic equations (1-4) are placed in 

a nondimensional form suggested by a subsequent assumption that 
a typical "macrodimension" ( is much larger than a "microdimen-
sion", say ?2. Introduce the nondimensional quantities 

t = f-z/C, x = x/(, r = F/F2 

TM^TM/T0,qx
M^qjM/q0 

«9; (a) = TfJ, q-r(a)lqo, <7o = kTa/e (5) 

- - - &<«> M 
t = t/to, to = lit2Ik, ka = ~— ,n„ = — 

k M 
(«) 

where k, ix denote mixture conductivity and heat capacity to be de
fined later. It is noted here that (5) can be used to define the macro-
dimension (in terms of characteristic time to. The characteristic time 
to is also related to observation times in the sense that, following the 
application of a temperature or heat pulse to a composite, the mixture 
theory shall be able to yield meaningful results only after a time in
terval not too small compared to to- Similarly, the theory shall yield 
reliable results only at observation stations whose distances from the 
boundaries x = 0 or £ are not too small compared to t. Thus, in the 
absence of any explicit choice of time scale to or length scale I in a 
given application, one of these quantities can always be selected so 
as to reflect the fineness of the time or length scales to which the 
resolution of the temperature history is sought. In summary, therefore, 
a finite, nonzero macrodimension I for the purpose of scaling can al
ways be chosen to be one of the following: (i) actual length of the 
composite in the axial direction, (ii) a length associated with a time 
characteristic of the input pulse [from t0 = n(2/k,cf. (5)], (hi) an ob
servation length and (iv) a length associated with an observation time 
scale. 

Using (5), the basic equations (1-4) may be written as 
(a) Conservation of Energy 

- dr(rqr
M) ~ dx(<lx{a)) = HadtTM 

(b) Constitutive Equation 

(c) Interface Conditions 

•ka&x,dr)TM 

T « ( i , ri, t) = T<2>(.T, n , t) 

qrW(x,r1,t) = qrM(x,rl,t) 

(6) 

(7) 

(8a) 

(8b) 

-Nomenclature. 

A(1), J4 ( 2 ) = functions of x and t only 
B ( l ' , B<2' = functions of x and t only 
C'1', C(2) = functions of x and t only 
h = an arbitrary function denoting the de

pendent variables 
ft(2n) = n t h order term in the expansion of h 
ka = thermal conductivity of a constituent 
ka = nondimensional thermal conductivity 

of a constituent 
k = thermal conductivity of the mixture in 

the x direction 
I = typical macrodimension 
na = volume fraction of a constituent 
P = interaction term 

qx («) = components of heat flux vector 
in the a constituent 

fr'"'. <7x(a) = components of nondimensional 
heat flux vector in the a constituent 

Qx average heat flux in a constituent 
,("' = zeroth order terms in the <?r(0)w , <7x<0)' 

:pansion 
<7o = reference heat flux 
Q* = a mixture constant, equation (34) 
f = radial coordinate 
r = nondimensional radial coordinate 
f i = radius of the fiber cross-section 
?2 = radius of the equivalent cell 
ri = nondimensional radius of the fiber 
T*"' = temperature of the a constituent 
f <"» = See equation (29) 
T<a) = nondimensional temperature of the a 

constituent 
f(aa) — a v e r a g e temperature in a constitu

ent 
To = reference temperature 
T(2n)(<<) = nth order term in expansion for 

Ji(a) 

T*"'* = see equation (30) 
t = time 
t = nondimensional time 
to = characteristic time 
x = axial coordinate 
x = nondimensional axial coordinate 

= 1 for fiber 

= 2 for matrix 

fil, fc = mixture constants, equation (37) 
t = nondimensional small parameter 
0 = angular coordinate 
T = interface temperature 
jj(«) = specific heat per unit volume of a 

constituent 
/»'"' = nondimensional specific heat of a 

constituent 
Ii = mixture specific heat 
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(d) Symmetry Condition 

qr
m(x, rh t) = 0 (9) 

A s y m p t o t i c E x p a n s i o n s 
The quantities ix?i2/k and n(2/k represent, respectively, charac

teristic thermal diffusion times in the transverse and longitudinal 
(fiber axis) directions. The ratio of these diffusion times is ?22/^2 = 

e2. In what follows, it is assumed that this ratio is small compared to 
unity. 

The premise that t2 « 1 suggests the following regular asymptotic 
expansion for all dependent variables: 

h(x,r,t,t)= Y. t2nhi2n)(x,r,t) 
n=0 

(10) 

If (10) is substituted into (6) through (9), an initial boundary value 
problem is obtained for each order of t2. The lowest order system is 
obtained by setting e = 0 and placing the subscript (0) on all depen
dent variables in (6) through (9). 

It might be pointed out that implicit in the use of the asymptotic 
expansion procedure outlined here is the assumption that the non-
dimensional constituent properties k„ and na that appear in (6) and 
(7) are of order unity. This condition can easily be satisfied for com
posites with achievable volume fractions through a proper choice of 
mixture properties k and n used for scaling in (5). This is done in a 
subsequent section by using the definitions (40) for mixture thermal 
conductivity and heat capacity. 

M i x t u r e T h e o r y 
We wish to construct a mixture theory that will, as a minimum, 

incorporate the effect of microstructure to a predetermined degree 
of approximation. We begin by defining averaged quantities such 
that 

)(1 

ni Jo 

( )(2a) = i - f 1
 2r( )<2>dr 

ra2 Jri 

(11a) 

( l ib) 

where ri\, n<i are the volume fractions of the two constituents, i.e., 

ni = n 2 , ri2 = 1 - rii (12) 

Equation (6) is now averaged according to (11), so that on using the 
interface condition, equation (8b), we obtain 

« i [ - < W l a ) - MAT'1"'] = P (13a) 

M2hdIg<2a)-M2C)(T<2a»] = ~ P (13b) 

where P is the so-called interaction term defined by 

P = 2riqr^(x, rlt t) (14) 

The primary object of the subsequent development in this section is 
to calculate the interaction term P in terms of T ( l a ' and T(2a) to "close" 
(13a) and (13b). As in [3, 4] the calculation is based on the two lowest 
order systems. 

The first order system is, in part, 

- M*(0) W - - dr(rqmM) = fiadtTm^\ (IS) 
r 

<9rT(0)(«) = 0, (16) 

qx„»<«> = ~kadx$ (17) 

From equations (16) and (17), it can be concluded that both 7I(o)<a) 

and qx(o) (a) are independent of the radial coordinate; thus, equation 
(15) becomes 

" dr(rqrW)
ia)) = -2A<«>(*, t) (18) 

where A*"' is a function yet to be determined. Integration of (18) 
yields 
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9r(0)(a,= - [ i l f a -Kx,t)r + 
BM(x,t)~ 

(19) 

Equation (19) is now substituted into the constitutive equation for 

<7r(0) i.e., in 

9r(0)<") = ~kadrTm
M (20) 

From (20) the following expression for the temperature distribution 
T,2('<) is obtained in terms of arbitrary functions of x and t only: 

r2 

kaT(2)M = A<«>(*, t) — + B^Hx, t)em + C<«>(x, t) (21) 

The condition that temperature be finite at r = 0 leads to 

B<i> = o (22) 

Use of the symmetry condition, equation (9), furnishes 

5<2) = .4(2) ( 2 3 ) 

Hence, the radial heat flux distribution in the cell is given by 

qr(0)(i) = -AW(x, t)r (24a) 

qr(0)(2» = - A < 2 > [ r - i ] (24b) 

The second order temperature field in each constituent is, therefore, 
given by 

kxT(2)
w = A<»(x, t) — + C™(x, t) 

2r(2,<
2> = A<2>(.x, t ) \ - - £nr] + C<2>(*, 0 

(25a) 

(25b) 

The functions AM are related to the interaction term P as follows: 
from (14) and the interface condition (8b) one has 

P = 2nqr^(x, n, t) = 2nqr<
2Hx, n, t) 

= 2n<?r(o)<1)(x, n , t ) + 0 ( e 2 ) 

= 2r1(7r(o)(2)0c,r1,t) + 0(62) 

If (24a) and (24b) are now substituted into (26), one obtains 

JL 
2nx' 

P_ 

2n2 

Finally, use of (27) and (25) leads to the temperature distribution 

T<» = f (D + e2TU>V2 + 0(e4) (28a) 

T<2> = f (2) + (2Tm*(r2 _ (n r2) + o (e4) (28b) 

A«) : 

(26) 

(27a) 

(27b) 

where 

f <«> = T(0)<«> + e2C<«>U, t) 

P P 
T(2)* = -

(29) 

(30) 
4n2&2' Anofci 

To obtain a minimal mixture theory that includes the effect of mi
crostructure, it is necessary to satisfy the continuity of temperature 
at the interface up to and including terms of 0(e2), thus 

f (1) + 62T( l )V l2 = f (2) + 62T(2).( r i2 _ (n r j2) 

= r(x, t, t), (31) 

where r is the interface temperature. Using equation (31), the tem
perature distribution given in (28) can be written in the form 

T<» = T + e2TW*(r2 - m) (32a) 

T(2) = T + £2T(2). L.2_nx_enLL\ (32b) 

If (32) is now averaged according to (11), and if (30) is used to elimi-
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nate T
(a)*, one obtains 

T(U) = T + e2 

f(2a) . _ f 2 

_P_ 

Ski' 

p „ . 

8&2 

where 
2 T3 rti2 1 

n 2
2L2 2 J 

(33a) 

(33b) 

(34) 

prom (33) both the interaction term P and the interface temperature 
r can be written in terms of average temperatures, thus 

f ( la ) _ f(2a) 

T = - l (y ( la ) + y(2a)) + B2 (y(la) _ y(2a)) 

2 I ft 
where the constants ft and 02 are given by 

8 U i fe2J 

At' 
8 L/e2 fej 

(35) 

(36) 

(37a) 

(37b) 

The foregoing analysis completes the construction of a binary 
mixture theory for the composite. The basic equations of the theory 
are the following: 

' i i | - < W l a > - Mi<3(T<i<>>j = P, 

T 2 | - W 2 * > - M2rJ(T<2<>>) = - P , 

y(la) _ y(2a) 

<2A 

<Jx(aa) = - t A T " , 

(13a) 

(13b) 

(35) 

(38) 

where the last equation follows directly from (7) and (11). To be ap
pended to the above set are appropriate boundary and initial data. 

It still remains to obtain expressions for mixture conductivity and 
specific heat to be used in (5). To do so, all dependent variables except 
yda) a r e eliminated from the mixture equations to obtain 

\imkr + n2k2)dx
2 - (mm + n2li2)dt + 0(€2)|T<la> = 0 (39) 

Based on (39), the following definitions are introduced for the mixture 
properties: 

k = mfe*1' + n2£<2> 

fi = rti/i(1' + W2M(2) 

(40a) 

(40b) 

With the definition (40), and in the limit as e —• 0, the mixture theory 
reduces to an elementary theory for heat conduction in a homogeneous 
material. 

Numerical Results 
To test the ability of the proposed theory to model diffusion in a 

composite, calculations have been conducted to determine the evo
lution of the temperature field in quiescent half-space x > 0 subject 
to the boundary condition 

T(0,̂ ) = ( \ ° f ? ^ (41) 
I 0, t0 < t 

This boundary value problem has been solved by using (i) a fi
nite-difference scheme for equations (13,35 and 38) and (ii) a finite-
difference scheme for equations (1-4). The finite-difference solution 
of equations (1-4)—the 'exact' solution—has been used as the cor
relating norm for estimating the accuracy of mixture theory solu
tions. 

The material properties used for calculations are given in Table 1. 
Computations were carried out for (a)e2 = .111, (6)t2 = .25 and (c)«2 

= 1. Since there is no intrinsic axial length scale t in the problem, the 

pulse duration t"0 can be used for scaling in (5). Thus, with the same 
set of material and geometrical properties, an increase in i2 corre
sponds to a decrease in the pulse duration time and vice versa. 

Figs. 2-4 illustrate the average temperature profiles in the two 
constituents after a short time following the termination of the tem
perature pulse. In Figs. 5 and 6, the evolution of average temperature 
is depicted at a given distance from the boundary. From these figures 
it can be seen that the agreement between the mixture theory results 
and the exact solutions is excellent for cases (a) and (fa). In case (c), 
e2 has been chosen to be unity, clearly in violation of the basic premise 
that this parameter is much smaller than one. Thus, significant dis
crepancy is to be expected between mixture theory predictions and 
the exact solution, especially near a boundary or at times immediately 
following the application of a temperature pulse at the boundary. 

Table I Material Properties Used for Computations 

Thermal Conductivity Ratio k(11
 e „ _ = 5 0 

Specific Heat Ratio 

Volume Fractions 

£<1> 
• 0 . 5 

n, = .2 (Fiber), n2 = .8 (Matrix) 

T 0.5 

r(la) 
,(2o) 

o o o T 

A A A T 

Mixture Theory 

Exact 

Fig. 2 Profile of average temperatures at f = 1,2 (c2 = 0.111) 

T 0-5 

T(lo) 

,(2a) 

OOO T 

A A A T' 

Mixture Theory 

Exact 

Fig. 3 Profile of average temperatures at / = 1.2 (e2 = 0.25) 
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Fig. 7 Temperature mlcrostracture at x = O.S, t = 1.2 (e2 = 0.111) 

Thus this case is a very stringent test of our theory. However, even 
in this case, the mixture theory predictions become more accurate 
either at distances far from the boundary, or at long times compared 
to the input pulse duration, as can be seen in Figs. 4 and 6. The limi
tation of the theory for large values of e2 arises mainly from the outer 
nature of the solutions that it yields. However, the limitation is not 
a very serious one, since in most applications a typical macrodimen-
sion is indeed much larger than the cell dimension. 

The ability of the mixture theory to predict the temperature mi-
crostructure is illustrated in Figs. 7 and 8. The radial distribution of 
temperature obtained from the mixture theory is almost identical to 
the exact solution. This feature of the theory proposed here is absent 
from most other continuum models of heat conduction in composites, 
e.g. [9]. 
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Mixture Theory 
O O O Exact 
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r 

Fig. 8 Temperature microsirueture at x = 0.5, t = 1.2 (e2 = 0.25) 

Concluding Remarks 
A mixture theory has been constructed for diffusion in a fiber-re

inforced composite. The significant feature of the theory is that it 
converts what is essentially a three-dimensional problem to a problem 
involving a single spatial variable, without losing the essential details 
of local temperature distribution. Even if the mixture theory equa
tions are solved numerically, their solution is much more economical 
than the use of a direct numerical strategy for the original problem. 
For example, for the problems treated in the last section, the solution 
of mixture equations was about fifty times faster than the solution 
of the original system. This computational efficiency is, of course, the 
result of the reduction in the number of spatial dimensions in the 
mixture theory equations. The excellent agreement between the 
mixture theory predictions and the exact solution of a boundary value 
problem indicates that the model proposed here can be effectively 
used for other problems of interest. 
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Experimental Heat Transfer 
Behawior of a Turbulent Boundary 
Layer on a Rough Surface With 
Blowing 
Heat transfer measurements were made with a turbulent boundary layer on a rough, per
meable plate with and without blowing. The plate was an idealization of sand-grain 
roughness, comprised of 1.25 mm spherical elements arranged in a most-dense array with 
their crests coplanar. Five velocities were tested, between 9.6 and 73 mis, and five values 
of the blowing fraction, v0/u„, up to 0.008. These conditions were expected to produce 
values of the roughness Reynolds number (ReT = uTks/v) in the "transitional" and "fully 
rough" regimes (5 < ReT < 70, Rer > 70). 

With no blowing, the measured Stanton numbers were substantially independent uf 
velocity everywhere downstream of transition. The data lay within ± 7 percent of the 
mean for all velocities even though the roughness Reynolds number became as low as 14. 
It is not possible to determine from the heat transfer data alone whether the boundary 
layer was in the fully rough state down to Re = 14, or whether the Stanton number in the 
transitionally rough state is simply less than 7 percent different from the fully rough 
value for this roughness geometry. 

The following empirical equations describe the data from the present experiments for 
no blowing: 

C, /(K-o.25 
-1 = 0.0036 (-) 

St = 0.0034 l-j 

In these equations, r is the radius of the spherical elements comprising the surface, (I is 
the momentum thickness, and A is the enthalpy thickness of the boundary layer. 

Blowing through the rough surface reduced the Stanton number and also the roughness 
Reynolds number. The Stanton number appears to have remained independent of free 
stream velocity even at high blowing; but experimental uncertainty (estimated to be 
±0.0001 Stanton number units) makes it difficult to be certain. Roughness Reynolds num
bers as low as nine were achieved. 

A correlating equation previously found useful for smooth walls with blowing was found 
to be applicable, with interpretation, to the rough wall case as well: 

SM r/so + B n -
St0 IA L B J 

Here, St is the value of Stanton number with blowing at a particular value of A (the en
thalpy thickness). Sto is the value of Stanton number without blowing at the same enthal
py thickness. The symbol B denotes the blowing parameter, VQ/U„ St. The comparison 
must be made at constant A for rough walls, while for smooth walls it must be made at con
stant Re&. 
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I The rough plate with blowing undergoes transition from a laminar to a turbulent 
boundary layer at approximately the same momentum thickness Reynolds number as 
does a smooth plate without blowing. 

Introduction 

There is considerable interest in protecting surfaces from high 
temperature environments by using transpiration or ablation. The 
ablating surface, in particular, frequently becomes mechanically rough 
during operation. It is important, from the designer's standpoint, to 
be able to predict the effects of roughness and blowing, in combina
tion, on the heat transfer and friction behavior of the boundary layer. 
In addition, the combination of blowing and roughness offers a good 
opportunity to investigate some old concepts in a new situation, and 
thereby challenge our understanding. 

Much of the present knowledge about rough surface hydrodynamics 
is based on ideas and results of the pipe-flow experiments by Niku-
radse [l]1, who investigated flow through sand-grain-roughened tubes. 
The roughness elements for his experiments consisted of selected 
sand, carefully sieved and attached in maximum density to the tube 
walls. The roughness was described by a single parameter, hs, the size 
of the sand-grain elements. The sand-grain measure of roughness 
became standard in skin friction studies; and it is still common 
practice to express the effects of an arbitrary roughness in terms of 
an "equivalent sand-grain roughness, ks." Equivalent sand-grain 
roughness is defined as that sand-grain surface which would have had 
the same effect upon the flow as did the specimen surface. 

Nikuradse's results showed three domains of behavior in terms of 
the "roughness Reynolds number," ReT = uTks/p. For values less than 
five, the flow behaved as though the surface were smooth. For values 
greater than 70, the friction factor became independent of the pipe 
Reynolds number: a state described as "fully rough." The region be
tween five and 70 defined a region of "transitional roughness." Prandtl 
and Schlichting [2] and von Karman [3] used the Nikuradse results 
(in 1934) to predict the friction factor behavior of boundary layer flows 
over rough surfaces. These predictions indicated that a fully rough 
state of the boundary layer would be attained such that the friction 
factor would be a function only of x/ks. These characterizations of 
boundary layer flows are still used, with the same values of roughness 
Reynolds number. 

Two types of roughness are now identified in the literature: k and 
d-type. Nikuradse's classical sand-grain roughness is ft-type. Two-
dimensional roughness elements (ribs, rods, or grooves perpendicular 
to the flow) are referred to as "d-type." The two types have different 
characteristics though different authors have different opinions as 
to what constitutes the defining property. The present work is con
cerned with a k -type roughness (an idealization of sand-grain be
havior). 

1 Numbers in brackets designate References at end of paper. 

There have been several recent studies of the friction behavior of 
cf-type roughness made by the addition of a regular array of transverse 
rods to a flat surface. Moore [4] studied a turbulent boundary layer 
in air flowing over such an array, using a fixed ratio between pitch and 
height. His data showed some evidence of fully rough behavior. 
Shortly thereafter, Liu [5] put a similar surface into a water table with 
a variable aspect ratio. Liu reported that the data could not be simply 
organized by an x -Reynolds number function. Perry and Joubert, et 
al. [6,7] studied a similar rough surface in an adverse pressure gradient 
and reported no effect on the friction behavior due to the pressure 
gradient. This same study also attempted to simulate a change in 
roughness by changing the spacing between elements without 
changing their size. The results did not correspond as had been ex
pected. It is the present consensus that closely spaced, regular, 
prismatic roughness elements behave differently from sand 
grains. 

Grass [8] used a bubble technique to measure the instantaneous 
velocity distributions in a water tunnel above a sand-grain roughness 
and described the turbulent structure near the wall. Wu [9] used a 
floating element balance to measure skin friction in an air tunnel and 
showed fully rough behavior with good agreement between the mea
sured values and the Prandtl-Schlichting predictions. Most recently, 
Tsuji and Iida [10] showed that the velocity profiles observed above 
a rough wall could be reasonably well predicted by a modified mix
ing-length approach, maintaining a non-zero value at the wall. The 
effect of an abrupt change from a smooth to a rough surface has been 
investigated by Antonia and Luxton [11], who detailed the velocity 
distributions. Townes, et al. [12,13] have studied the structure of the 
turbulence in flow through a rough pipe. 

Much less has been done in the field of heat transfer than has been 
done for friction. One of the first systematic rough surface heat 
transfer experiments was carried out by Nunner [14]. His experiments, 
using air flowing through rough pipes, were used to establish a simple 
empirical relationship between the increase in Nusselt number due 
to roughness and the increase in the skin friction. Several important 
heat transfer studies followed, notably by Dipprey and Sabersky [15], 
Owen and Thomson [16], and Gowen and Smith [17], Dipprey and 
Sabersky studied pipe flows with four different roughnesses, each 
tested with four fluids of different Prandtl numbers. They showed 
that the rough wall heat transfer varied with the Prandtl number even 
in the fully rough regime where the molecular viscosity effects seemed 
unimportant. Owen and Thomson developed the idea of a "sublayer 
Stanton number" to correlate rough pipe heat transfer data and to 
account for the Prandtl number dependence. Gowen and Smith ex
tended the Dipprey and Sabersky pipe flow heat transfer study to 
higher Prandtl numbers and confirmed the effect on heat transfer. 
The present state of the art of rough wall heat transfer is well sum-

-Nomenclature. 
S = blowing parameter, u„/(u„St) 
C//2 = friction factor, g^Tolp^uJ1 

c = specific heat at constant pressure 
F = blowing fraction, v0/u„ 
Sc = gravitational constant 
G = free stream mass velocity, uap„ 
" = a measure of roughness size 
K = the size of sand grains of equivalent 

roughness 
"fl" = mass flux at the wall, p0v0 

Re» = momentum thickness Reynolds num
ber, u«,8h 

Re^ = enthalpy thickness Reynolds number, 
u„A/c 

Re r = roughness Reynolds number, uTkslv 
r = radius of spherical surface elements 
St = Stanton number, h/Gc 
Tw = wall temperature 
T( = temperature of transpired fluid before , 

reaching the test plate from below 
uT = shear velocity, u„VCf/2 
u„ = free stream velocity 
vo = blowing velocity at the surface 
x = distance in the streamwise direction 
A = enthalpy thickness 
0 = momentum thickness 
TO = surface shear stress 
p„ = free stream density 
v = kinematic viscosity 

Journal of Heat Transfer FEBRUARY 1978, VOL 100 / 135 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Photograph of rough surface

Fig. 3 Cross section of typical compartment
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Fig. 2 Schematic of rough surface wind tunnel
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Each working plate is supported by thin strips of phenolic to thermally
isolate it from its neighbors and from the support casting. A sintered
bronze pre-plate distributes the transpiration air beneath the porous
surface plate. Plate heater wires are cemented into grooves on the
bottom of the working plat~s, using a high-viscosity epoxy to redUce
bleeding of the cement into the porous plate. The grooves were formed
by leaving out one row of balls at each line where a heater was de
sired.

marized by Sood and Jonsson [18], Norris [19], and Lakshman and
Jayatilleke [20], who have collected the previous works in comparative
studies and also present experimental results of their own.

Prediction methods generally follow close behind data; and rough
wall heat transfer is no exception. Integral prediction schemes which
include roughness effects have been described by Dvorak [21,22] and
Chen [23]. Nestler [24] has proposed a scheme which related the in
crease in Stanton number due to roughness to the increase in skin
friction due to roughness and other boundary layer parameters. A
recent study by Lawn [25] describes predictions of both skin friction
and heat transfer in an annulus with its center cylinder roughened.
Finite difference turbulence boundary layer prediction schemes which
include roughness effects have been described by Lumsdaine, et al.
[26] and by McDonald and Fish [27]. Each of these efforts modified
the mixing-length distribution to introduce roughness effects.

In all of this large base of work, little has been done on boundary
layer heat transfer with roughness and nothing on the problem in
cluding blowing. The experimental objective of the present program
was to measure the heat transfer characteristics of a k-type rough
surface with and without blowing, over a wide range of conditions.
Velocity profiles and friction factor data were sought to complement
the heat transfer data and to facilitate development of a prediction
program.

The Rough, Porous Surface
The surface selected for this study is shown in Fig. 1. It consists of

a regular array of spherical elements, 1.25 mm in diameter, arranged
so that the crests of the spheres are all on the same plane. This ide
alization of h-type roughness is attractive because it is reproducible,
porous, deterministic, and requires only one geometric length scale
to describe it. It is more regular than sand grains, being geometrically
describable, and yet is more like a sand-grain surface than are the
"machined element" rough surfaces such as are used in other deter
ministic studies. An impermeable counterpart of the present surface
is included in the library of surfaces reported by Schlichting [33], thus
a baseline of "expected behavior" is available.

It should be borne in mind that the regularity of size and arrange
ment of the elements may affect the interaction between the flow and
the surface and, indeed, there seems to be evidence of this in the
mixing length variations needed to predict the data from this sur
face.

The Experimental Apparatus. The apparatus constructed for
these tests is a closed-loop wind tunnel using air at essentially ambient
conditions as both the transpired and the free-stream fluid. The basic
design of the roughness rig was taken from the existing heat and mass
transfer facility at Stanford described by Moffat and Kays [28].

Description of the Apparatus. The important features of the
roughness rig are shown schematically in Fig. 2. The main air supply
is an 8.3 m:J/s fan connected through return ducting to a heat ex
changer. This is followed by a screen box to reduce mainstream ve
locity fluctuations, and then by a nozzle which delivers air to a test
section 0.1 m high and 0.5 m wide. The main stream is held at ambient
temperature plus or minus Vz°C to minimize heat transfer within the
nozzle. This keeps the enthalpy thickness near zero at the beginning
of the rough surface. From the test section, the mainstream air exits
through a 14 to 1 multistage diffuser back into the fan. The main
stream velocity in the test section can be varied from 9 mls to over 70
mls by changing the drive pulley and belting on the supply fan. When
the tunnel is operating without transpiration, a small charging blower
at the diffuser exit is used to maintain ambient pressure in the test
section. The transpiration air system is separate. It delivers air
through a separate heat exchanger to a header box and then to the
plates which make up the test section through individual lines, each
with its own control and metering systems.

The test section itself consists of fixed side walls, an adjustable top,
and the rough-surfaced test plate assembly. The test plate assembly
contains 24 separate porous plates, which together form a 2.4 m long
test section. Each plate has its own transpiration air supply, instru
mentation, and embedded electrical heater for temperature control.
A cross section of a typical plate in the test section is shown in Fig. 3.
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Plate temperatures are measured with five thermocouples em
bedded in each plate. A cross-shaped pattern is used to check the 
temperature distribution in the center of the plate. A sixth thermo
couple is provided for each plate to measure the temperature of the 
transpiration air just before it enters the plate. 

The plates are mounted in groups of six, one group in each of four 
aluminum castings. Alignment of the plates with each other and with 
the casting was assured by clamping the entire assembly to a surface 
plate during the assembly operation. The base castings have water 
passages for temperature control and the casting temperatures are 
monitored with thermocouples embedded in every second support 
web. These temperatures are used in correcting for conductive heat 
loss from the working plates. 

The porous plates which form the test surface were fabricated by 
brazing together 1.25 mm dia O.F.H.C. copper balls, stacked in their 
most dense array. The final dimensions of each plate were 45.7 X 10.16 
X 1.27 cm. The copper balls, 3.8 kg per plate, were supplied by a 
bearing manufacturer (dead soft copper ball bearings?). To provide 
a braze material, the balls were plated with 0.0127 mm of electroless 
nickel. They were then stacked, by hand, into rows inside copper 
molds in their most dense array and fired in an inert atmosphere 
furnace to just above the melting temperature of the plating. This 
brazed the pack into a uniformly porous plate. This method of fab
rication, although tedious initially, provided a well-defined and uni
formly porous plate. No subsequent machining was required. 

Qualification Tests. The apparatus was tested in detail for re
liability before being approved for use. The tests can be summarized 
as tests of the porous plates, tests of the mainstream condition, and 
energy-balance tests of the data-reduction program and instrumen
tation system. 

Hot-wire anemometer surveys were made above the surface of the 
porous plate with only the transpiration flow present to check the 
uniformity of the plates. An unexpected phenomenon was found to 
exist in the flow just above the surface of the plate. Above a critical 
transpiration velocity, the flow formed a striated pattern of high and 
low-velocity regions. It was feared that these striations might affect 
the heat transfer by increasing the mixing in the boundary layer. This 
possibility was examined by a special series of tests in which Stanton 
number variations were recorded as a function of blowing (all other 
tunnel parameters being fixed) in a range of blowing values around 
the onset of the observed striations. No discernible discontinuity was 
found—the data passed smoothly through the "critical blowing ve
locity" without any anomaly. It was concluded that the striations were 
mainly a nuisance, interfering with the documentation of plate per
meability. No evidence was found of any variations in plate perme
ability. 

The mean velocity in the mainstream of the tunnel was found to 
be uniform within ±0.16 percent at 9 m/s and ±0.1 percent at 70 m/s. 
Free stream turbulence level was 0.4 percent at all velocities. 
Boundary layer momentum thicknesses were measured at five posi
tions across the width of the tunnel, near the exit plane, and were 
uniform within 3 percent maximum to minimum. 

Thermal qualification tests were conducted to evaluate heat losses 
from each test plate by conduction and radiation, and appropriate 
correction algorithms developed for each of the 24 plates. These 
correction algorithms allowed Stanton number values to be calculated 
by energy balance, from the power input and temperature data. 

Any failure to close the energy balance under qualification condi
tions indicates a residual uncertainty in the values of Stanton number 
which will be recorded from that plate. Such a residual cannot be 
"subtracted out" unless one knows how the residual would vary as test 
conditions vary. When that is known, one has a correction algorithm 
and the residual disappears by definition. Residual uncertainty in the 
calculated value of Stanton number can be expressed in absolute units 
by normalizing the energy balance error using "average" condi
tions. 

Plate Power — m"c(T2 — T () - (calculated losses) 
ASt = — (1) 

GtypC(7'u, — T„,)typ 

Losses were calculated using analytical models for the processes in

volved, but using coefficients evaluated from separately conducted, 
special tests. After the correction algorithms had been developed, 
energy balance tests were conducted full-scale and repeated several 
times—in only four instances did even one plate out of the 24 show 
an energy balance closure error greater than 0.0001 Stanton number 
units, normalized with average conditions. 

Experimental Results: No Blowing. All tests reported here were 
conducted with the free-stream temperature equal to the room tem
perature, and with the test plates uniform in temperature at a level 
10-15°C above the free-stream temperature. 

The first tests were hydrodynamic to establish the characteristics 
of the flow. Boundary layer momentum thickness measurements were 
made by integrating mean velocity profiles at several positions along 
the tunnel length. The momentum thicknesses were least-squares fit 
in log coordinates; and the derivative of this fit was used to find the 
friction factor. As a check, this procedure was first applied to the 
momentum thickness measurements by Simpson [29] and Andersen 
[30] on smooth plate boundary layers. Skin friction coefficients de
termined this way compared well with the results reported by the 
experimenters—in both cases within ±10 percent. 

Mean velocity profiles for sand-grain roughened surfaces are de
scribed by Schlichting [33] in terms of the depression, Au+, of the log 
region for the rough profile beneath his recommended correlation for 
the smooth wall. The magnitude of Au+ can be used as a measure of 
the "equivalent sand-grain roughness" of a geometrically arbitrary 
surface. Measurements of Au+ from mean velocity profiles on the 
present apparatus yielded an equivalent sand-grain roughness size 
of between 0.60 and 0.63 times the diameter of the spheres comprising 
the surface. Schlichting quotes 0.625 for spherical elements. Thus the 
behavior of the mean profiles is as expected. 

Schlichting defined the fully rough state as one in which the friction 
factor would be a function of "x " alone—not of free stream velocity. 
The data from the present apparatus showed this characteristic for 
all velocities above 9.6 m/s, to within the precision of the measure
ments of Cf/2. 

Values of the friction factor from the present test lie about 20 
percent below the correlation recommended by Schlichting for the 
fully rough state (that correlation presumedly being consistent with 
his tests of spherical elements). 

No measurements were made of the characteristics of the turbulent 
structure. The regular, deterministic nature of the present surface 
may have had an effect on the structure but, if so, the effect seems not 
to have been pronounced, since most of the features of "sand-grain" 
surfaces have been reproduced. 

Data presented in the present paper will be given in terms of mo
mentum thickness (and enthalpy thickness) rather than x in deference 
to the current interest in local descriptors of boundary layer behavior. 
It can be shown that if Cf/2 is a function of x alone then, for a two-
dimensional, zero-pressure gradient flow, it can be equally well de
scribed as a function of momentum thickness alone by means of the 
momentum integral equation. This choice seems more likely to be 
useful when blowing and acceleration are introduced into the prob
lem. 

Pig. 4 shows the measured momentum thicknesses versus distance 
along the test section for five different velocities. Also shown, for 
reference, is the expected behavior of a smooth plate for these same 
velocities. The measured momentum thickness distribution is inde
pendent of free stream velocity for all velocities above 9.6 m/s—the 
signature of a fully rough flow. 

Introduction of the concept of a "virtual origin," as used in Fig. 4, 
has no effect on the validity of the conclusion that dO/dx is a function 
of 0 alone, since both are local descriptors—not dependent upon the 
value of .x. At first glance, the fact that the data for 9.6 m/s lie beneath 
the other data seems to suggest transitionally rough behavior, since 
it appears that Cf/2 increased (at a fixed value of x — x0) when [/„ 
increased—behavior seen only in the regime of transitional roughness. 
No such conclusion can be firmly drawn without placing unjustifiable 
credence in the virtual origin assignment for the 9.6 m/s data. In terms 
of locally valid descriptors, the slope, dd/dx, of the 9.6 m/s data is 
lower for every value of 8, than for the data at higher velocities. While 
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this is consistent with smooth-wall behavior, it is not proof. Without 
knowledge of the details of behavior of the present surface in the re
gime of transitional roughness, one cannot assign a definite meaning 
to the low values shown by the 9.6 m/s data. 

Fig. 5 shows values of C//2 plotted against 6/r, the momentum 
thickness of the boundary layer made dimensionless using the radius 
of the balls. The data at the lowest velocity, 9.6 m/s, are somewhat low 
and there remains a suggestion of velocity dependence in the higher 
velocity data. But, considering the relatively unsophisticated method 
of determining C/-/2, the data strongly suggest that Cf/2 is a function 
of 9/r only and is independent of velocity. 

The present apparatus was designed and developed primarily for 
heat transfer studies and the heat transfer data are believed to be 
more accurate than the friction factor data. No experimental baseline 
exists, however, against which to compare the rough surface heat 
transfer data even with no blowing. Comparisons of the present data 
with correlations recommended by Nunner [14] and Norris [19] 
showed good agreement even though both sources dealt with pipe flow 
data, not boundary layer data. 

Success in representing the rough wall friction factor behavior in 
terms of the local value of momentum thickness suggested immedi
ately that Stanton number be investigated in terms of enthalpy 
thickness, since for conditions of uniform free stream velocity and 
isothermal walls, the energy and momentum equations are similar. 

Fig. 6 shows the Stanton number data for five different velocities 
plotted against enthalpy thickness. The data for 9.6,27, and 41.7 m/s 
show the laminar/turbulent transition in differing degrees. This facet 
of the data is discussed in a later section of this paper. The present 
discussion centers around the turbulent region of the data. Of primary 
importance is the observation that the Stanton number data are well 
correlated on the basis of enthalpy thickness alone. The data for four 
of the five velocities are within ± three percent of the mean over the 
entire turbulent range, and even the 9.6 m/s data are less than ten 
percent off the mean, at worst. The fact that the data are compact in 
enthalpy thickness coordinates means that they would not be compact 
in any Reynolds number coordinate. From the heat transfer stand
point, the present data seem characteristic of fully rough behavior 
at all velocities tested including 9.6 m/s. 

There is no sign of velocity dependence in the heat transfer data 
for velocities of 27 m/s and greater. Thus, one may infer that the slight 
dependence seen in the friction factor data may not have been real. 
The data for 9.6 m/s lie about seven percent above the mean near the 
transition; but as the boundary layer gets thicker, the data for 9.6 m/s 
converge to the mean, within three percent. The roughness Reynolds 
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number for the run at 9.6 m/s decreases from 29 to 23 as the boundary 
layer becomes thicker. If the overshoot of the 9.6 m/s data were due 
to an effect of transitional roughness, then the divergence should have 
increased, not decreased, as the roughness Reynolds number went 
down. The Stanton number data in the turbulent region are correlated 
well by the form 

St = 0.0034 
( ; ) • 

(2) 

The exponent in equation (2) was chosen, with some deference to 
tradition, to match the usual smooth-plate correlation exponent. In 
fact, the data show a tendency to level out as A/r increases, and no 
single exponent can accurately describe the entire curve. 

The agreement between the 9.6 m/s data and those for higher ve
locities is surprising in view of the friction factor results. The rough
ness Reynolds number for the data at 9.6 m/s lies between 22 and 30, 
far below the usual boundary of fully rough behavior. The discovery 
that the Stanton number data correlated with the fully rough be
havior, even at such low roughness Reynolds numbers, led to a special 
test aimed at creating a very low roughness Reynolds number. The 
free stream velocity was reduced to 5.6 m/s and the boundary layer 
thickness augmented by strong blowing (F = 0.004) through the first 
0.6 m of the test section. Stanton number data taken in the last 1.8 
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m along the plate are compared with a reference set for 27 m/s in Fig. 
7, Within 0.1 m after the blowing terminated, the Stanton number 
had risen to the unblown values corresponding to the existing 
boundary layer enthalpy thickness. It is noteworthy that the Stanton 
number data for the entire 1.8 m of unblown length on this run at 5.6 
m/s lie exactly on the unblown data for 27 m/s. The roughness 
Reynolds number at the downstream end was only 14, as determined 
from hot-wire anemometer measurements of the shear stress near the 
surface, nearly "smooth" by the usual criteria. It seems clear that fully 
rough heat transfer behavior persists to much lower roughness 
Reynolds numbers, for the present surface geometry, than had been 
expected. 

Experimental Results: Effects of Blowing. The identifying 
characteristic of the Stanton number for a fully rough turbulent 
boundary layer is its lack of dependence on free stream velocity. The 
present data clearly show this independence to be preserved, with 
blowing, down to values of the roughness Reynolds number at least 
as low as 17, and possibly preserved even lower, for the surface used 
in these tests. The evidence for this is found in Fig. 8. 

Fig. 8 shows the Stanton number data with blowing up to F = 0.008 
and with velocities from 9.6 to 74 m/s. To simplify the figure, only the 
turbulent portions are shown. The coherence is excellent, with data 
for all five velocities lying within ± five percent of the mean for each 
blowing level up to and including F - 0.002. The roughness Reynolds 
number was 17 for the last data point at F = 0.002 and 9.6 m/s, based 
on friction factors measured by means of the momentum integral 
equation with blowing (Healzer [31]). 

No measurements were made of the friction factor for blowing 
greater than 0.002. Roughness Reynolds numbers for the conditions 

s 
a/ 

of heat transfer data of F = 0.004 and F = 0.008 can be estimated, 
however, by noting the relationship between C//2 and St in the present 
data. By either method, the lowest roughness Reynolds numbers for 
the data at 9.6 m/s were approximately 14 at F = 0.004, and 9 at F = 
0.008. Examination of the Stanton number data for F = 0.004 shows 
a suggestion of velocity dependence. The "best fit" line through the 
27 m/s data lies 20 percent below the line through the 9.6 m/s data, 
as would be predicted by a "smooth wall" correlation based on en
thalpy thickness Reynolds number. To offset this, however, the data 
in Fig. 7 showed no sign of velocity dependence, again at a roughness 
Reynolds number of 14. The differences in measured Stanton num
bers, in Fig. 8, for F = 0.004, are of the order of the uncertainties in 
energy balance closure (0.0001 Stanton number units). This suggests 
caution in assigning firm significance to the apparent velocity de
pendence. At F = 0.008, the data again show a 20 percent drop going 
from 9.6 to 27 m/s, as predicted by a smooth wall correlation. No other 
data were taken at roughness Reynolds number of nine. 

There is strong evidence that the state of fully rough behavior 
persists to very low values of roughness Reynolds number for the 
surface used in these tests. The value of ur changes only slowly with 
distance along the test section; hence a line of constant velocity and 
constant F can be characterized reasonably well by a single "average" 
uT. There are larger differences in roughness Reynolds numbers be
tween runs at the different velocities shown in Fig. 8 than there are 
along the individual lines; yet the data for all five velocities tested lie 
nicely along the same line. The roughness Reynolds numbers corre
sponding to the last Stanton number data point are in proportion to 
the free stream velocities—a 14-fold increase from 10 to 136 covering 
the range normally referred to as smooth up to fully rough, yet with 
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the heat transfer behavior seemingly independent of velocity, at each 
value of F. 

The effects of blowing on the Stanton number for a rough wall can 
be predicted by using an equation developed for smooth wall heat 
transfer (Kays and Moffat [32]) with only slight modifications. 
Blowing reduces the Stanton number of a turbulent boundary layer 
on a rough plate just as on a smooth plate; and the following equation 
predicts the effect within a few percent. 

_St_ 

St, 

.frlU+B) "11-25 
A L B J 

(1 + B)° (3) 

In this equation, St is the value of Stanton number with blowing, and 
St0 is the value without blowing, at the same enthalpy thickness, A. 
Note that the fully rough prediction is to be made at constant A, 
whereas the smooth plate prediction is done at constant ReA- The 
agreement between predictions and data is good for all data lying more 
than 30 boundary layer thicknesses beyond the transition peak. 

Experimental Results: The Effects of Roughness and Blowing 
on Transition. The unblown laminar boundary layers at 9.6 and 27 
m/s began their transitions to turbulence at momentum thickness 
Reynolds numbers of about 400, as did most of the other data. The 
transition was marked by a hump in Stanton number which could be 
regarded either as an "overshoot" of the turbulent correlation or as 
a low Reynolds number effect. The peak value of Stanton number 
occurred at a momentum thickness Reynolds number of about 700 
for both velocities. 

Blowing through this rough surface does not drastically alter the 
onset of transition in momentum thickness Reynolds number coor
dinates, but it does advance the location markedly in x -Reynolds 
number. 

Pig. 9 shows Stanton number data in the transition region for 9.6 
m/s with five different values of blowing. Numbers near the onsets 
of transition are momentum thickness Reynolds number values. 

Of primary importance is the fact that blowing through a rough 
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surface does not make it more nearly smooth; in fact, blowing ad
vances the transition in;«-Reynolds number coordinates and exposes 
surface area to turbulent heat transfer which otherwise would have 
remained in the laminar regime. Turbulent heat transfer coefficients, 
even with strong blowing, are larger than the laminar, unblown values. 
As a result, the heat load to a structure could be increased drastically, 
instead of decreased, by premature blowing. The area enclosed be
tween the curves for F = 0.000 and F = 0.001 represents the added 
heat load on a structure caused by blowing into an otherwise laminar 
region. 

Roughness Reynolds Number . Heat transfer data from the 
present surface show fully rough behavior (i.e., Stanton number a 
function of enthalpy thickness only) at roughness Reynolds numbers 
as low as 14, far below the usually accepted threshold value of 70. 

This may reflect the particular geometry used in these tests (reg
ularly arranged spherical elements), although this geometry was in-
eluded in the library of surfaces tested by Schlichting [33] and de
scribed by "equivalent sand grain" behavior. The region of transi
tionally rough behavior may be compressed when the roughness ele
ments are of a single size and, in addition, the behavior of St and Cf/2 
within the transitional region may be a function of the roughness 
geometry. For example, in C//2 versus Rex coordinates, Schlichting 
[33] shows Cf/2 decreasing along the smooth line as Rex increases, 
with a line of constant Cf/2 representing the fully rough state. For 
sand grain roughnesses, the values of Cf/2 in the transitional range 
are shown to dip below the fully rough asymptote and then approach 
it from below. For "commercially rough pipes," with less angular 
roughness elements, Cf/2 is shown to approach the fully rough as
ymptote from above, not from below, in the transitionally rough re
gion. This latter characteristic has also been noted for d-type 
roughnesses. 

If, in the present case, the transition range is compressed by the 
regularity, even if it were of the "approach from above" type of 
transition, it might well be impossible to detect transitionally rough 
behavior with measurements limited to ±0.0001 Stanton number 
units. The observed behavior might seem to be fully rough or fully 
smooth, but nothing in between. With the range of x -Reynolds 
numbers in the present test, the choices might seem to be, in fact, fully 
rough or laminar. 

The local value of Stanton number is affected by the processes 
throughout the entire thickness of the boundary layer. As such, 
Stanton number is not the most critical test of the state of the 
boundary layer; it tends to average. It may well be that the low 
Reynolds number layers described here (ReT from 14 to 30) do, in fact, 
show some elements of transitionally rough behavior in their struc
tures, but not in their Stanton number values. 

There is another possible explanation for the apparent persistence 
of the fully rough behavior, not necessarily related to the specific 
geometry tested. If the threshold value of roughness Reynolds number 
is not constant but has even a slight dependence on boundary layer 
thickness, then a possibility exists that a boundary layer flow which 
is fully rough near the leading edge of the surface (or at transition) 
might remain fully rough as it progressed down the plate. Schlichting's 
[33] predictions of Cf/2 versus x -Reynolds number for sand-grain 
roughened surfaces show only a very slight convergence of the lines 
of constant roughness Reynolds number with the lines of constant 
u „ks/v. If these two lines were parallel, instead of weakly convergent, 
then a fully rough state would be persistent regardless of plate length. 
Alternatively, if the threshold value of roughness Reynolds number 
decreased as VcJ/2 , then too, a fully rough state would be persistent. 
In the fully rough state, \Cf/2 is a function of 0 ~-26, as shown by the 
present data. If the threshold value for the fully rough state varied 
with 0 --120, then the fully rough state would be persistent. Such a 
weak dependence could be detected only by tests covering a wide 
range of boundary layer thicknesses. 

Friction Factor Correlation. The present data set offers much 
evidence of a fully rough state for heat transfer and shows an excellent 
correlation in terms of Stanton number versus enthalpy thickness. 
This suggests that a similar correlation can be offered for the friction 
factor behavior even though those data alone might not justify the 

form. It is proposed that: 

Cf /0\-O.2B 
-1 = 0.0036 I-J 

Once again, the exponent was chosen to agree with a traditional value 
for this form. The present data set does not permit refinement of this 
equation because this general form was presumed to be valid in the 
data interpretation scheme used. 

C o n c l u s i o n s 
The conclusions which follow are based on experiments conducted 

on a permeable, rough surface of deterministic geometry in a vari
able-speed wind tunnel. The test conditions are summarized here to 
avoid tedious repetition of statements limiting the range of validity 
of the conclusions. 

Turbulent boundary layer experiments were conducted on a rough, 
permeable plate made from spherical elements, each 1.25 mm in di
ameter, arranged in a most-dense array with the crests of the spheres 
coplanar. This plate was maintained at a uniform temperature, 
10-15°C above the free stream. The thermal and velocity boundary 
layers originated very nearly at the upstream end of the rough surface. 
The test plate was 2.5 m long and 0.5 m wide. Two-dimensional be
havior was verified. Stanton number values were calculated by energy 
balance means with corrections for heat loss. Skin friction values were 
calculated from measured values of the momentum thickness at se
quential stations down the plate. Free stream velocity varied between 
9.6 and 74 m/s. Transpiration values from v0/u„ = 0.0 to 0.008 were 
tested, with v0/u^ held uniform along the plate. 

The conclusions which follow refer to this data set for the limits of 
their established validity but will likely allow some generalization. 

• For the present surface, the Stanton number has been shown to 
be substantially independent of free stream velocity for values of the 
roughness Reynolds number as low as 14, without blowing. Stanton 
number values without blowing can be represented as a function of 
enthalpy thickness alone by the following equation, within ± seven 
percent, within the turbulent region: 

/Ax-0.25 / A \ 
St = 0.0034 (-) , ( l < - < 1 0 j 

Friction factor data with no blowing, though displaying more scatter, 
can be represented by: 

C, /0X-O.25 / 8 \ 
~L= 0.0036 {-) , / l < - < 1 0 j 

In these equations, r is the radius of the spheres comprising the sur
face, 6 is the momentum thickness, and A the enthalpy thickness. For 
convenience, the forms were chosen to match traditional smooth-plate 
correlations. 

» Blowing reduces the Stanton number and the roughness Reyn
olds number; but, again, for values of ReT greater than 14, Stanton 
number remains substantially independent of free stream velocity 
for the present surface. The data are reasonably well correlated by 
the following equation: 

S t . r ^ i ± 5 ) ] - ( 1 + B)o.2a 
StolA L B J 

Here, St is the Stanton number with blowing and St0 is the Stanton 
number without blowing, evaluated at the same enthalpy thickness. 
The symbol B represents the blowing parameter, v0/u„ St. This same 
form is used for smooth plate correlation but requires comparison at 
constant enthalpy thickness Reynolds number. 

• The measured Stanton numbers are substantially independent 
of free-stream velocity for roughness Reynolds numbers as low as 14, 
both with and without blowing. This may be evidence that the fully 
rough state, for the present surface, persists to very low values of ReT. 
On the other hand, it may be that the boundary layer was in a 
transitionally rough state, but that the Stanton number was not 
measurably different from the fully rough value. The choice between 
these two cannot be made without studies of the turbulent structure 
within the boundary layers. 

Journal of Heat Transfer FEBRUARY 1978, VOL 100 / 141 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



• Blowing t h r o u g h a rough, pe rmeab le surface advanced t h e x-

location of t ransi t ion; b u t the m o m e n t u m thickness Reynolds number 

a t which t r ans i t ion occur red was subs tan t i a l ly t h e same as t h e ex

pec ted value for a s m o o t h p la t e wi th no blowing. 

• Blowing t h r o u g h a rough surface which would otherwise have 

been covered by a l a m i n a r b o u n d a r y layer can great ly increase t h e 

hea t load on a s t ruc tu re by p romot ing an early t ransi t ion. T u r b u l e n t 

boundary layer h e a t t ransfer on a rough surface, even with modera te 

blowing, is m u c h higher t h a n l amina r h e a t t ransfer wi th no blow

ing. 
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Wawe Elects on the Transport to 
Falling Laminar Liquid Films 
Existing data for the transport to falling liquid films are reviewed to show the effect of 
augmented transport by surface waves in the cases of heating of the film, absorption by 
the film from the surrounding gas, and evaporation from the film. It is shown that, while 
the effect of the waves can be partially rationalized, the nature of the waves themselves 
is not known exactly enough to provide a consistent specification for all of the available 
data. 

I n t r o d u c t i o n 

The effect of the waves that exist on the surface of a falling film in 
laminar motion has been demonstrated by numerous experiments 
for the cases of absorption of a gas, evaporation from the surface of 
the film, and of heating of the film by the wall. Here some of these 
results are reviewed to show the different effects of the waves on these 
three cases of transport. This is done by a comparison of the experi
mentally determined Nusselt number, (hS/k), to the theoretical value 
for a Nusselt film of constant thickness, d = 0.91 (AYlii)ll3(v2lg)xli, 
with velocity distribution (u/um) = 3((y/5) — %(y/5)2), these being 
the quantities associated with the Nusselt solution for the film. The 
theoretical dependence of Nusselt number on generalized length, f 
= (x/6)(a/um5) is available for absorption and for heating by the wall, 
but to obtain sufficient detail for values of £, for which the available 
eigenfunctions are insufficient, the relation was derived again by a 
numerical solution of the energy equation. This was done also for 
evaporation; this result has not so far been indicated. 

Comparisons of the experimental and theoretical values of the 
transport should be supported by a specification of the nature of the 
waves, for it is through the interaction of the normal velocities pro
duced by the waves and the distribution of the transported quantity 
that the additional transport arises. But this is complicated by the 
existence of an initial wave-free length, depending upon the way in 
which the film was formed by the liquid supply, and by a region of 
wave development which ostensibly culminates in a steady regime 
at a distance far enough down the height of the film. As an instance, 
Brauer [l]1 made measurements on water and mixtures of water and 
diethylene glycol at a distance of 1.3 m from the point of film initiation 
and found sinusoidal waves to begin at a Reynolds number, (AYIn), 
of 1.2/(Ka)1/10, where Ka = (i»4p3g/<73) is the Kapitza number. The 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
13,1977. 

ratio of the crest height of the waves to the mean film thickness in
creased with Reynolds number to about twice thisjReynolds'number, 
then for higher Reynolds number this ratio remained the same up to 
a Reynolds number of 140/(Ka)1/10. Between these Reynolds numbers 
the waves were no longer sinusoidal but were distorted; above the 
higher Reynolds number were secondary, capillary waves on the 
surface. Throughout, up to 417/1 = 1600, the average film thickness 
remains essentially that given by the Nusselt analysis. But in the range 
where the ratio of the crest height to the mean film thickness is almost 
constant, the wave frequency increases with Reynolds number to 
indicate a basis for a proportional increase in transport. Further, the 
realization of a steady wave regime at a given flow rate is still not 
defined. With water, Brauer [1] indicated, for one Reynolds number, 
a linear increase in the crest height with distance up to 1.8 m, so that 
a steady regime was not attained, and this development for other 
Reynolds and Kapitza numbers has apparently not yet been defined. 
Wilke [3] made similar measurements at a height of 2.2 m, with dif
ferent Kapitza numbers, and his results for crest height do not check, 
relatively, with Brauer's measurements made at a height of 1.3 m. 

Heating 
Results for transport from the wall to the film have been obtained 

by Bays and McAdams' [2] and by Wilke [3] for heating, and by Iri-
barne, Gosman, and Spalding [4] for electrolytic mass transfer. Fig. 
1 contains results for the heating case and shows the theoretical so
lution for the average Nusselt number for the cases of an isothermal 
wall and of constant heat flux at the wall; and for small values of £, the 
straight lines indicate the Leveque solution for these two cases. 

The results of Bays and McAdams [2], obtained with film heights 
of 0.61 and 0.124 m for a Prandtl number of 1400 and with heights of 
1.84 and 0.124 m for a Prandtl number of 51, are partially shown by 
representative points on Fig. 1. There they are slightly below the 
isothermal wall prediction, which condition should have been realized 
approximately by the steam heating used in these experiments. For 
£ > 0.10, however, Bays' results, extending to J = 0.5, are in the region 
of the Leveque line extended and are unaccountably low. These 
anomalous results involve, partially, the greater film heights for both 
experiments, while the results for J < 0.10 are, in the main, associated 
with the smaller heights. For these runs, the Reynolds numbers ranged 
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Fig. 1 Average Nusselt numbers for healing: The upper curve Is the theo
retical value for constant heat rate, the lower is for constant temperature. The 
tangent lines are the Leveque approximation. The Reynolds number for the 
data of reference [3] are indicated adjacent to the points 

from 3.6 to 32 for the high Prandtl number and from 80 to 1000 for 
the low Prandtl number. The surface tension of the oils is unknown 
so that the Kapitza number cannot be evaluated, but in view of the 
high viscosity of the oils it is expected to be large, so that by the Brauer 
specification waves should have existed. In view of the subsequent 
results that are indicated for heating, it is possible that in this case 
the waves did not have sufficient time to develop. 

Iribarne, et al. [4] obtained results for average Nusselt (Sherwood) 
numbers for Prandtl (Schmidt) numbers from 1400 to 18400, using 
a vertical tube with an "adiabatic" section 1 m long before the test 
section, which itself was relatively short. This, and the high Prandtl 
numbers, produced small values of £. At Pr = 1400, (AYlii) = 400, the 
value of £ was 10~4, so that, with a Prandtl number like that of Bays 
and McAdams', the value of { was much shorter. At a Prandtl number 
of 6350, lower Reynolds numbers were attained, yielding a maximum 
£ of .0015. But in all cases the average Nusselt numbers agreed with 
the Leveque result, even though waves were observed. The implication 
is that there must have been a purely conduction layer near the wall 
through which the developing concentration layer could not penetrate 
to a significant degree, despite the fact that the Leveque penetration 
distance is (y/d) = 0.14 at £ = .0015. 

Wilke [3] obtained heating results for 9.4 < Pr < 210 for a film on 
the outside of a 2.4 m high vertical tube, heated by water in counter 
flow on the inside of the tube. Local coefficients were evaluated by 
a measurement of the local mixed mean temperature along the film. 
These were averaged in the region in which the coefficient was nearly 
asymptotic, the results in an initial flow development length and part 
of the thermal entry length apparently not being considered. For 
sufficiently low Reynolds numbers, Wilke checked the predicted as
ymptotic value of 1.8 for the Nusselt number, but above a Reynolds 
number which he specified as (4r//z)« = 2460 (a/i>)°-B5, the asymptotic 
Nusselt number was higher, being given as 

This increase in the asymptotic value was implied as due to the waves, 
and the details of the initial local behavior were not given except in 
one case. It can be noted that for the fluids used by Wilke, the values 
of (4F//i)u, which range from 20 to 143 for the Prandtl numbers from 
210 to 9.4, can also be expressed as (4l7M)u = 9.6 (Ka) -0-18. This in
dicates far greater spread of Reynolds number than implied by 
Brauer's formulation for the change in wave form and implies that 
it is the magnitude of an apparent diffusivity that is important. Chun 
[5] has noted that the Weber numbers, (V^bpJ!,) = (l/3.8)(Ka)1/6 

(4I7M) 6 / 6 are more nearly constant for this transition point, changing 
from 1.4 to 1 in the above range. 

Fig. 1 contains the Nusselt numbers associated with (ATln) > 
(4T/n)u plotted with £ evaluated for the 2.4 m test length of the Wilke 
apparatus. The most conservative estimate of the undefined local 
behavior would be of a departure from the theoretical value of the local 
Nusselt number at the asymptotic value, and values of £ for such a 
departure can be estimated by equating the local Nusselt number 
given by the Leveque solution to that specified by equation (1), to 
give: 

18.5 X 103 

(2) 

hab /4T\O-MI 
-^ = .0292 I 

k (7) w (1) 

For a given Reynolds number, this relation indicates smaller values 
of £ as the Prandtl number increases. But this view is limited, for 
equation (2) implies a wave effect at very low £ for very large Prandtl 
numbers when no such effect was found by Iribarne. 

Absorption 
Fig. 2 contains the theoretical result for the average Nusselt number 

for gas absorption and also contains a line for the penetration theory 
result (heat conduction into a semi-infinite medium) based on the 
interfacial velocity of the film. 

• N o m e n c l a t u r e . 

D = diffusion coefficient 
g = gravity acceleration 
h = local transfer coefficient; ha, average 

coefficient 
k = thermal conductivity 

um = mean velocity in the film 
x = distance along the film height 
a = thermal diffusivity 
T = film mass flow rate, per unit width 

& = film thickness 
M = dynamic viscosity 
v = kinetic viscosity 
P = density 
a = surface tension 
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Fig. 2 Average Sherwood numbers for absorption: The curve is the theo
retical solution with tangent A as the penetration solution and tangent B as 
the asymptotic value. Line K represents the Kamal results for Schmidt numbers 
from 280 to 813 

Emmert and Pigford [6] used a water film 1.14 m high for the ab
sorption of O2 and CO2 and obtained the average Sherwood numbers 
that are shown by points on the figure. They were the first to show 
definitely the augmentation by the waves, by adding a wetting agent 
to the water, whereby the results were reduced to values near the 
theoretical line, actually below it and near the penetration solution 
extended. 

Kamei and Oishi [7] absorbed CO2 into water film 2.50 m high, and 
by varying the water temperature obtained average Sherwood num
bers for Schmidt numbers from 280 to 813. For Reynolds numbers 
from 200 to 2000, these results gave values of the Sherwood number 
that are represented fairly by the line shown on the figure. For £ > 
0.20, this line turns downward toward an intersection with the theo
retical curve. There is no Schmidt number effect within the accuracy 
of the data, and in this respect the Emmert data also show little effect. 
But the results of Kamei are substantially higher than those of Em
mert. 

Chung and Mills [8] absorbed CO2 into water and water-ethyl-
ene-glycol films 2.0 m high and obtained a small amount of data in 
the laminar range. Some of these are shown as points on Fig. 2, and 
they are reasonably close to the Kamei results. 

All of the foregoing results are in the region of distorted waves as 
indicated by the Brauer specification, and even the break point for 
the Kamei data, which occurs at a Reynolds number of about 200, is 
not associated with the Brauer specification for the end of the si
nusoidal wave regime, which is at 2.8/(Ka)1/10, or a Reynolds number 
of about 35. Rather, this magnitude is associated with the few data 
of Kamei that are near the theoretical line defined by the intersection 
of the extension of the line on Fig. 2. 

The Weber numbers at the break in the Kamei curve are on the 
order of 0.35, and all data at lower values of £ involve higher values 
of the Weber number. Chung's data is at Weber numbers greater than 
1.8. 

The Kamei data that are correlated fairly well by the line on Fig. 
2 can also be correlated in terms of the Reynolds number, and the 
Prandtl number, because the film thickness <5 that occurs in the ab
scissa of Fig. 2 depends upon the Reynolds number and upon the 
viscosity, and the Prandtl number depends primarily upon the vis

cosity. Thus these data can also be correlated by the relation 

D 

/ 4 r \ 0 . 5 3 / „ \ 0.475 
0.0368 ( - ) ( - ) (3) 

This serves also to specify fairly well the results of Chung and Mills. 
If it is estimated that the local transfer coefficient was fairly constant 
over the entire height of the film, then equation (3) might be expected 
to have some relation to equation (1), despite the difference in 
boundary conditions. The exponent of the Reynolds number is the 
same, but that of the Prandtl number differs. The exponent of the 
Prandtl number in equation (1) is of the order of expectation for a 
linear velocity distribution near the wall, and that of equation (3) is 
near the value of one-half that is associated with the relatively uniform 
velocity distribution in the outer part of the film. 

The results of Emmert are not correlated by equation (3), but they 
demonstrate a similar Reynolds number dependence but are 20 per
cent lower for a Schmidt number of 462 and show a slightly greater 
Prandtl number dependence. The difference is possibly due to the 
shorter film height. In this respect, the assumption of truly laminar 
behavior initially, followed by an immediate transition to a constant 
coefficient, as given by equation (3), enables the specification of av
erage Nusselt numbers like those found by Emmert by assuming a 
transition at about one-third of the film height. With such a length, 
for a film height of 2.5 m, like that of Kamei, there would be predicted 
results only 6 percent lower than given by equation (3). Thus the 
difference in the Kamei and the Emmert results might be ascribed 
to an initial wave-free region. But this interpretation is tenuous, and 
there is still no assurance that equation 3 defines truly asymptotic 
performance. 

Fig. 2 also contains data obtained by Javdani [9] for the absorption 
of CO2 into oil, the Reynolds number being on the order of 4 and the 
Schmidt number of the order of 90000, with nearly sinusoidal waves 
produced by the vibration of a wire in the film. The Weber number 
was about 0.25 and the local limit for sinusoidal waves is indicated by 
Brauer to be at a Reynolds number of 2.8. 

Javdani indicated that a hydrodynamic solution for the sinusoidal 
waves could be used to produce an eddy diffusivity which varied ap
proximately linearly with distance inward from the free surface, and 
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he used this in a penetration model of the transport equation to pre
dict approximately the results for values of { on the order of those for 
which his results are shown in Fig. 2. The theory fails for larger values 
of £ and tends to give too large a dependence of the transfer coefficient 
on the Reynolds number, but it is representative of what can be done 
theoretically when the waves are sinusoidal. 

E v a p o r a t i o n 
Chun [10] obtained data for evaporation from a film of water, 

heated at a constant rate, flowing down the outside of a tube 0.61 m 
high, with the initial 0.30 m being adiabatic, with local coefficients 
measured at 0.076,0.13,0.18, and 0.23 m along the heated length. The 
trend of the local values implied that those at the final stations were 
asymptotic and these were reported by Chun and Seban [5] and shown 
to agree with a "wavy laminar" prediction derived from condensation 
results. In Pig. 3 all of the local values are shown in comparison to the 
theoretical prediction for the local Nusselt numbers. 

In some of these runs, the subcooling of the feed was as much as 
4.8°C, but by a calculation of the heating of the liquid by condensation 
of the vapor according to the theoretical line of Pig. 2, the subcooling 
of the mean temperature at the position where heating began should 
have been about 0.20°C, and less if any augmentation due to waves 
is considered. But the theory indicates that the subcooling of the fluid 
at the wall would have been greater than that of the mean tempera
ture, and could have been as much as 0.26°C. Thus the high initial 
Nusselt numbers may have been due to initial subcooling and, taking 
the ratio of the feed subcooling to the wall to saturation temperature 
difference at the asymptotic location, this ratio was on the order of 
unity for runs 1 through 4 and on the order of one-half for runs 5 and 
6. The higher local coefficients in the thermal development region for 

the former runs indeed may have been due to liquid heating prior to 
evaporation, and the local coefficients for runs 5 and 6, which tend 
to depart from the theoretical line, with a subsequent almost constant 
values, at f ~ 0.02, may be the only ones that truly reveal the effect 
of the waves. 

The inset of Pig. 3 is a plot of the asymptotic values of the Nusselt 
number, this being a repetition of the representation of reference [6] 
with more detail, and containing points at higher Reynolds number 
than does the basic figure. It shows the wavy laminar prediction and 
the turbulent correlation of [5] for Prandtl numbers of 2.9, 5.1, and 
5.9, and by solid lines it shows, for Prandtl numbers of 2.9 and 5.1, the 
Wilke relation, equation (1), with its coefficient changed to 0.0255 
to fit the few available data for a Prandtl number of 5.1 that appar
ently indicate a transition from the wavy laminar to the turbulent 
regime. The data that are shown for the other Prandtl numbers is too 
sparse to be definitive, but the point for a Prandtl number of 2.9, at 
a Reynolds number of 1450, does indicate a wavy laminar situation 
at just about the location at which the transition to the solid line is 
indicated. This intersection occurs at Weber numbers of 1.0 and 1.13 
for the respective Prandtl numbers of 5.1 and 2.9, and the Reynolds 
numbers at the intersection are less than those indicated by Re = 140 
Ka - 1 '1 0 , so that the flow is implied to be within the regime of distorted 
waves. Further, the intersection of the solid lines with the turbulent 
predictions is in the region of a Reynolds number of 1600. 

The values of the Nusselt number for Reynolds numbers truly in 
the wavy laminar regime correspond to situations for which Wilke 
measured asymptotic Nusselt numbers for heating that indicated no 
augmentation. Thus the augmented Nusselt numbers for evaporation 
imply an additional transport effect localized on the outer part of the 
film where the effect of the additional transport for heating would be 
small because of the reduced heat flux in the outer part of the film in 
the case of heating. 
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Fig. 3 Local Nusselt number for Evaporation: The curve is the theoretical 
solution for constant heat rate. A is the Leveque solution for heating with this 
wall condition. Values for the runs are 
Run 1 2 
Be 320 574 
Pr 5.9 S.9 
Feed Subcooling, °C 1.9 4.8 

The inset shows the final Nusselt number, taken to be asymptotic, for the 
indicated Prandtl numbers. The dashed lines are the wavy laminar prediction 
and the turbulent correlation, reference [5], and the solid lines are equation 
(2), with a coefficient of 0.0255. 
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S u m m a r y 

The augmentation of transfer to laminar falling films has been 
demonstrated by a review of existing results for the cases of heating, 
absorption, and evaporation, to indicate the relative effects which 
must be explained by the as yet unavailable models for such transport 
when the waves are distorted and are no longer of sinusoidal form. The 
comparisons of the data with expectation for a film of constant 
thickness are impeded, moreover, both by the lack of data for local 
Nusselt numbers and by the inability to characterize definitively the 
nature of the waves, particularly in regard to the height required for 
wave development. Nevertheless, the examination of the data for the 
three cases does provide some estimates about the nature of the 
transport. « 

With heating, when the Reynolds numbers are sufficiently large, 
there is apparently no effect of the waves until the temperature field 
penetrates a region near the wall in which there is little augmentation 
of the transport, but data for local Nusselt numbers are lacking for 
the precise definition of the end of this region. When it ends there is 
apparently a rapid change of the Nusselt number to a nearly constant, 
value which depends on the Reynolds number, because the transport 
augmentation, where it exists in the region away from the wall, is so 
dependent. 

With absorption there is always an augmentation of the transport 
because the nature of the transport in the region near the wall is rel
atively unimportant in this case. For the regime of distorted waves, 
those of the existing results that have been obtained with large heights 
imply an early attainment of asymptotic Sherwood numbers which 
have a Reynolds number dependence like the asymptotic Nusselt 
numbers found for heating. 

With evaporation, the one set of local Nusselt numbers that are 
available appear to be affected by initial subcooling, but they do in
dicate an ultimate asymptotic behavior. These asymptotic values are 
about 50 percent greater than for a film of constant thickness in the 
domain where the heating results reveal no wave effect, and in the 
domain where the heating results do record such an effect, the limited 
results for evaporation indicate an increased augmentation which then 
follows the trand of the results for heating. 
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Transient Behaiior .of a Solid 
Sensible Heat Thermal Storage 
Exchanger 
The transient response characteristics of a solid sensible heat storage exchanger which in
teracts with two energy transporting fluids are presented. The storage unit is composed 
of a series of large aspect ratio rectangular channels for the fluids, separated by slabs of 
the heat storage material. The hot and cold fluids flow in counter current fashion, in alter
nate channels so that each slab of storage material is in contact with both fluids. The en
tire system is considered to be initially in equilibrium at a uniform temperature, a step 
change in the inlet temperature of one of the fluids is imposed, and the thermal response 
of the unit is predicted until steady state conditions are reached. The response of the stor
age exchanger to an arbitrary time variation of one of the fluids' inlet temperature may 
be obtained using superposition. 

Introduction 

The design of an economically attractive industrial or commercial 
energy system requires that all possible sources of energy, including 
waste heat, be effectively utilized to satisfy the energy demands of 
the system. The matching of energy supplies and demands may im
pose difficulties because, frequently, they don't coincide timewise. 
Consequently, a more efficient utilization of the available energy is 
achieved if thermal energy storage capabilities are incorporated into 
the system. 

The importance of energy storage was emphasized when the Energy 
Research and Development Administration (ERDA) requested that 
the National Research Council conduct a study on the potential of 
energy storage systems. The report [l]1 recognized the wide range of 
potential applications and indicated that the storage system selected 
would be dependent on its ability to respond to the demands required 
by the specific application. 

The thermal energy is usually transported from one location to 
another by streams of liquids or gases. A heat exchanger can be used 
to enable the thermal energy to be transferred between the flowing 
streams. The amount of heat transfer, for steady-state operation, is 
easily calculated using conventional techniques described in basic heat 
transfer textbooks. Standard heat exchangers employ thin walls to 
separate the fluid streams, and thus have negligible heat storage 
capabilities. If it is desired, at certain periods, to remove a larger 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 
7, 1977. 

amount of the energy from the hot stream than required by the 
thermal load, or conversely, the thermal energy demand is higher than 
the energy being added to the system at that particular period of time, 
it becomes necessary to incorporate storage capabilities into the 
system. The easiest way to accomplish this is by replacing the usual 
thin metallic wall in the heat exchanger with a thick layer of a material 
having good heat storage characteristics. A sketch of a typical sensible 
heat storage exchanger is given in Fig. 1(a). The outlet temperatures 
of both fluid streams will be time dependent, and in many applications 
the inlet temperatures of one or both fluids may vary with time. 

The transient response of heat exchangers has been the topic of a 
number of papers. A summary of these studies has been presented 
by Schmidt [2]. Most investigators were mainly concerned with the 
response of the energy transporting fluids, and the heat capacity of 
the separating wall was either neglected or serious restrictions were 
imposed when accounting for its contribution to the response of the 
heat exchanger. 

Studies that have taken the heat capacity of the wall into consid
eration are described by Cima and London [3] and London, et al. [4]. 
The heat exchanger's walls were subdivided in the direction of flow. 
Each subdivision was considered to be at a uniform temperature and 
to have a heat capacity equal to its mass times the specific heat of the 
material. The conductive resistance to the transfer of heat offered by 
the material was divided in half and each half was added to the re
sistance offered by the convective film at the exchanger's surfaces. 
Axial conduction in the metal was neglected. Solutions obtained using 
an electrical analog system were presented for the transient response 
of a direct transfer counterflow regenerator for gas turbine applica
tions. 

A recent study by Schmidt and Szego [5] used a finite difference 
technique to predict the transient response of a two fluid heat storage 
exchanger for a solar energy system; but no general analysis of the 
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Fig. 1 Heat storage exchanger; (a) schematic of typical heat storage ex
changer unit (6) cross section considered in the analysis 

response characteristics of these units was reported. The present study 
will utilize these techniques to determine the response of a counter-
flow heat storage exchanger unit under a variety of operating condi
tions. 

A n a l y s i s of t h e R e s p o n s e of t h e H e a t S t o r a g e 
E x c h a n g e r 

The heat storage exchanger system to be considered is composed 
of a series of large aspect ratio rectangular cross-sectional channels 
for the energy transporting fluids. The hot and cold fluids flow in a 
counter current fashion, in alternate channels, so that each slab of the 
storage material is in contact with both fluids (Pig. 1(a)). Planes of 
symmetry were assumed to exist at the mid-locations of the flow 
channels, restricting the analysis to the section shown in Fig. 1(b). 

The following idealizations were used in establishing the mathe
matical model describing the physical system under consideration: 

(a) constant fluid and material properties 
(b) uniform convective film coefficients 
(c) two-dimensional conduction within the storage material 
(d) constant fluid mean velocities 
(e) uniform initial temperature distribution in the storage ma

terial 
(f) process initiated by a step change in the inlet temperature of 

the hot fluid. 
Based upon these assumptions, the differential equations relating 

the temperatures in the system are the two-dimensional transient heat 
conduction equation for the storage material, coupled to the one-
dimensional conservation of energy equations for the energy trans
porting fluids. The resulting equations express the temperatures in 
the fluids and the storage material as a function of the two spacial 
coordinates, x and y, and time, 6: 
cold fluid 

_ , fatc dtci 
PcCcAc — - vc — = hcPc(tu 

L dd dxJ 

storage material 

•tc) 

1 dtm = dHm | dHm 

a d8 dx2 dy2 

and hot fluid 

Vdth dth-] 
PhthAh — + uh — = hhPi 

I dd dx J 
(twh ~ th) 

The associated initial and boundary conditions are: 

6 = 0 tm = tc = th = t0 

dt„ 

(1) 

(2) 

(3) 

I > 0 x = 0 th = thi 
dx 

0 f or 0 < y < w 

dt„ 
x = L tc = tci = 0 for 0 < y < w 

dx 
fit 

y = 0 k —-=hc(tm ~tc) f o r O < x < L 
dy 

and y = w k —— = -hh( t m - th) for 0 < x < L. 

For greater generality the equations were nondimensionalized by 
introducing the following dimensionless parameters: 

hhiv _ . hcw 
Biot numbers: Bi;, = - Bic 

. N o m e n c l a t u r e -

A = flow cross-sectional area 
C = specific heat at constant pressure 
d = semi-width of flow channels 
E = fluid heat capacity 
h = convective film coefficient 
k = thermal conductivity of storage materi

al 
K = constant defined in equation (10) 
L — length of unit 
m = mass rate of flow 
P = heated perimeter of flow channel 
Q = amount of heat stored 
R = convective resistance ratio 
S = heat transfer surface area 
t = temperature 
tw = mean temperature of the wall averaged 

o: : 

over its thickness 
T = dimensionless temperature 
Tm = mean storage material dimensionless 

temperature averaged over its volume 
U = overall heat transfer coefficient 
v = fluid velocity 
V = volume of storage material 
w = thickness of storage material 
x = axial coordinate 
y = transverse coordinate 
p = density 
B = time 

dwell time = — 
v 

thermal diffusivity of storage material 

Subscr ip ts 

c = cold fluid 
ci = cold fluid entering 
co = cold fluid leaving 
h = hot fluid 
hi = hot fluid entering 
ho = hot fluid leaving 
m = storage material 
o = initial condition 
wc = wall temperature cold fluid side 
wh = wall temperature hot fluid side 

Superscr ip t 

ss = steady state condition 
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aO 
Fourier number: Fo = —-; 

dimensionless temperature: T = 
thi tc, 

dimensionless flow length: X = —; 
L 

dimensionless transverse coordinate: Y = ; 

thickness/length ratio: V+ = —; 
Li 

capacity rate ratio for fluids: C 4 

convective resistance ratio: R+ = 

PcucAcCc mcCc Ec 

PhVhAhChl rhhCh Eh 

1 

PcLhc = BihPh = Bi£_ 

1 " BicPc " Bi c ' 

PhLhh 

A r + - P c k P + - Phk 

The equations for the fluids become: 

a 9TC | dTc Gc
+Bic 

wvcV+2dFo dX V+ 
[Tc - Tw 

and 

a dTh dTh Gc+BieR+C+ 
. + _ _ + yih _ j ^ _ o. wuhV

+2dFo dX 

(4) 

(5) 

ay 
= -Bih(Tuh - Th) f o r O < X < l . 

Equations (6), (7), and (8) form a coupled set and must therefore 
be solved simultaneously. This is accomplished by means of a nu
merical solution using a digital computer. The thermal storage ma
terial is subdivided in the X and Y directions, establishing a grid 
pattern. Equation (7) is rewritten in finite-difference form, using 
backward differences for the time derivatives and central differences 
for the spacial derivatives. Third order orthogonal polynomials are 
fitted by least squares to Twh and Twc along the flow channels. These 
polynominals are then substituted into equations (6) and (8) allowing 
for an exact solution of the resulting equations for the fluids. The 
conduction equation is solved by finite difference techniques, but an 
iterative procedure is needed to match equations and boundary 
conditions. A detailed outline of this numerical solution is presented 
in the appendix to [6]. The reader must keep in mind that in the 
present investigation two fluid equations must be solved rather than 
the one equation used in [6] for the single-fluid case; the general 
procedure is, however, essentially the same. 

D i s c u s s i o n of R e s u l t s a n d C o n c l u s i o n s 

Trans ient Response Parameters . The transient response of a 
thermal storage exchanger, initially in equilibrium at a uniform 
temperature, to a step change in the inlet temperature of one of the 
fluids will be discussed. Results will be presented for the case of a step 
change in the inlet temperature of the hot fluid, although they are 
equally valid if the step change in inlet temperature occurred in the 
cold fluid. This would require the replacement of "heat stored" by 
"heat retrieved," "hot" for "cold", and vice-versa in the final results. 
Three new time dependent dimensionless parameters are introduced 
as follows: 

From an order of magnitude analysis to evaluate the importance 
of each term in the above equations (4) and (5), it was concluded that 
a negligible error is introduced if the transient term in the fluid 
equation is abandoned. This assumption, which implies neglecting 
the heat capacities of the fluids, was previously discussed in [6] and 
can be further substantiated by the findings of Cima and London 
[3]. 

The complete set of governing equations in nondimensional form 
becomes: 
cold fluid 

dTc 

dX 

Gc+Bic 

V+ [To ~ Twc] = 0, 

storage material 

y+2 
d2Tm . d2Tm 

dX2 

9Tm 

dY2 dFo 
, and 

(6) 

(7) 

and 

[ rate of heat transfer from hot"] 

fluid at time 6 J _ Eh[thi ~ ho] 

[heat transfer rate from hot"] Eh [thi ~ thossl 

fluid at steady state J 

[ ra te of heat transfer from cold! 

fluid at time 0 J Ec [tci — tco] 

[heat transfer rate from cold"! ^c [tci ~ tCoS3\ 

fluid at steady state J 

[amount of heat stored at time 8} 

[amount of heat stored at steady state] 

_ Q =Tm 

Qss f ss • 

hot fluid 

3Th Gc+mcR+C+ 
_ _ + _ [Th-Twh]-0 

with the initial condition 

Fo = 0, Tm = Tc = Th = T0 

(8) 

and the boundary conditions 

dTm 
X = 0 Th = Thi=l ^ f = 0 for 0 < Y < 1 

ax 
3T 

X = 1 Tc = tci = 0 — - = 0 for 0 < Y < 1 
ax 

Y = 0 ^ 7 = B i c ( T u ) i : - r c ) f o r O < X < l 
dY 

and 

This set of dependent parameters was formulated since it has simple 
physical significance and is convenient for graphical presentation of 
the transient behavior of the heat storage exchanger. The basic 
analysis was carried out with the complete set of governing equations, 
equations (6-8), and associated boundary conditions. The results 
obtained indicated that for the cases of practical interest, the effects 
of longitudinal heat conduction are negligible and the first term on 
the left hand side of equation (7) can be neglected. Thus it is possible 
to combine G+ and V+ into one single parameter, namely G+/V+, 
since these parameters appear only as the indicated ratio. The 
steady-state quantities that are used in the definitions of th, <=c, and 
Q+ can be obtained exactly, as shown in the Appendix. For all the 
cases under consideration in this study the intial uniform temperature 
of the storage material is equal to the incoming temperature of the 
cold fluid, T0 = TCi - 0, since the step change is imposed on the inlet 
temperature of the hot stream alone. 

Performing an overall energy balance for the entire system without 
heat losses to the surroundings gives: 
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dQ 

d8 ' 
Eh(thi ~ tho) + Ec(tci — tco) (9) 

Rearranging this equation and introducing the previously defined 
parameters yield a simple expression relating the three dependent 
variables: 

KdVo-th (10) 

where 

V W c \1 - Th„") 

fm
ss and Th0

ss axe given by equations (A9) and (Al). The dependent 
variables e;„ tc, and Q+ are each functions of the five independent 
variables Bie, (G+/V+)c, C+, R+ and Fo. 

In order to allow a reasonably compact graphical presentation of 
the results, an additional restriction became necessary. It was assumed 
that both the energy transporting fluids have equal physical properties 
and that the flow channels have the same dimensions. Under these 
conditions and considering turbulent flow, the convective resistance 
ratio reduces to the ratio of the mean velocities of the two fluids raised 
to some exponent. The exponent commonly employed by most cor
relations is 0.8, and the relation obtained is 

R* (C + ) - (11) 

Therefore only four independent dimensionless parameters are re
quired. 

A more convenient way of presenting results was obtained by 
plotting th, ec and Q+ against Fo/(G+ /V+)m a x . The maximum G+/V+ 

was selected for the presentation of the results, since it involves the 
minimum fluid heat capacity. In addition, the commonly used 
steady-state parameter NTU proved to be useful as one of the vari
ables. The final results show eh, ec and Q+ as functions of Bic, C+ , 
NTU, Fo/ (G + /V + ) m a x . The following relationships between the 
variables hold: 

Bifc: 
Bic 

C + 0 . 8 ' 

N T U : 
SU 

•&min 

and-

\V+/maxLBic
 + Bhl

 + 1 J 

Fo En 

(G+/V+)„ (PCV)n 

(12) 

(13) 

(14) 

where k has cancelled out in equation (14). It is noteworthy that the 
latter two variables have already been employed by Cima and London 
[3] to correlate their results. 

Results—Step Change in One Inlet Fluid Temperature. From 
the definitions of ec and Q + it is evident that both quantities range 
from a magnitude of zero at the beginning of the process, 8 = 0, to a 
value of unity as steady state operation is approached. Moreover, e/, 
starting from some value larger than one will also approach unity at 
steady state. The mathematical model described previously in the 
analysis does not account for the events which take place from the 
sudden increase of the inlet temperature of the hot fluid to the mo
ment when the first heated particles leave the system. However, this 
time interval is typically very small compared to characteristic time 
for the overall process. Having in mind the specified initial conditions, 
it is apparent that the disturbance will be felt at the outlet of the hot 
stream exactly a dwell time, 84, later, and that the first fluid particles 
will have viewed a constant temperature wall as they moved through 
the unit. Solving equation (8) with a constant wall temperature, Twh 
= T0 = 0, gives: 

Tho = exp T-Bi c (^j C+° 2 1 for 8 = Bd, (15) 

while Tho = 0 for 0 < 8 < 8j. Thus it follows that an abrupt change in 
the hot fluid outlet temperature will occur. A listing of Tho at 8 = 8d 

is presented in Table 1. Fig. 2 shows a typical plot of the results to il
lustrate the foregoing conclusions. The area bounded by the curves 
for eh and ec, and F o / ( G + / y + ) m a x varying from zero and some speci-

0,1 

1.0 

10, 

NTU 

0.1 

1,0 

3.0 

0.1 

1.0 

3.0 

0,1 

1,0 

3.0 

O 8A 

o.f1 

1.0 
10. 

0.1 
1.0 
10, 

0,1 
1.0 
10. 

0.1 
1.0 
10. 
100. 

0.1 
1.0 
10. 
100. 

0.1 
1.0 
10. 
100. 

0.1 
1.0 
10. 
100. 

0.1 
1,0 
10, 
100, 

0.1 
1.0 
10. 
100. 

CO 

0,095 

0.619 

0.939 

0.091 

0.500 

0,750 

0.0095 

0.062 

0.091 

• |"88 
•ho 

0.990 

0.938 

0.906 

0.909 

0.500 

0.250 

0,905 

0,381 

0.061 

SB 88 
• m 

0.838 
0,706 
0,557 

0.871 
0.7S5 
0.688 

0,920 
0,876 
0,827 

0.5 

0.139 
0.175 
0,333 
0.155 

0.111 
0.138 
0.211 
0.320 

0.072 
0.081 
0.136 
0.177 

Tho<%> 
0.921 
0.872 
0.707 

0.152 
0,256 
0,001 

0.092 
0.017 
0,000 

0,810 
0,711 
0,301 
0.000 

0.122 
0.050 
0.000 
0.000 

0.002 
0.000 
0.000 
0.000 

0,889 
0.876 
0.760 
0.182 

0.308 
0.267 
0.061 
0.000 

0.029 
0.019 
0.000 
0.000 

Table 1 Operating characteristics of heat storage exchangers 

n6-eh ot0=o.o 
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Fig. 2 Typical representation ol the results 
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fied value is given by K Q + / ( G + / V + ) m a s , as can be inferred by inte
grating equation (10). Since at steady state conditions Q+ approaches 
the value of one, the shaded area in Fig. 2 is equal to Kl-
(G + / \ / + ) m a x . 

Figs. 3-10 represent the final results of the present investigation. 
Fig. 3 shows €/, and ec for C + = 1.0. The transient response of the hot 
fluid, represented by «/, is shown to be strongly dependent upon Bic 

for NTU = 0.1, but as the NTU is increased this dependency tends 
to disappear completely. In fact, for NTU = 3, the curves for Bic equal 
to 0.1,1.0 and 10 coincide. It will also be noted that for specified values 
of C+ and NTU, the value of the abscissa, Fo/(G+/V+)max , where 
steady state is reached is nearly independent of Bic. The response of 
the cold fluid, cc seems to be a weak function of Bic for C + = 1.0. Figs. 
4 and 5 show analogous curves for C + = 0.1 and C + = 10. While for 
C+ = 10 the trends are similar to those for C+ = 1.0, the results for C + 

= 0.1 show that as the NTU is changed, the curves tend to keep their 
general shape indicating that the influence of Bic is equally detectable 
for the range of NTUs examined. 

The results for a constant NTU, varying Bic and C+ , are shown in 
Figs. 6 and 7. The trends are similar for the two NTUs considered 
NTU = 1.0 and NTU = 3.0. The lines representing ic for the various 
cases tend to overlap, but there is a clear distinctiun between the lines 
for th, namely that larger values of th weie obtained for the smaller 
C+s. The influence of the Bic. over these results is similar to that 
discussed previously in conjunction with Figs. 3-5. 

The next three Figs., 8, 9, and 10, are the representation of the 
fraction of the steady-state heat storage as a function of Fo/(G+/ 
y+)max- For all cases, the constant NTU curves shift to the right as 
the NTU decreases. As the Biot number increases, the curves shift 
to the left. It is important to realize that these results cover a wide 
range of possible physical situations. The amount of heat stored and 
the transient fluid outlet temperatures can be evaluated employing 
the steady-state quantities used in the definition of e/,, (c and Q+, 
Table 1 shows these steady-state parameters for the range of variables 
covered in this study. 

1 
10"' IOu 

Fo/(G7V)mox 

Fig. 3 Response of heat storage exchanger - C + = 1.0 

IO2 

- NTU = 3.0 

O"1 I0U 

Fo/iGVV)m(,» 

Fig. 5 Response of heat storage exchanger — C + = 10 

IO2 

C* = 0.1 

IO"1 I0 l 

Fig. 4 Response of heat storage exchanger - C + = 0.1 

io2 
IO'1 I0U 

fy (GVV)m „ 

Fig. 8 Response of heat storage exchanger — NTU = 1.0 
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Fig. 9 The fraction of the steady-state heat storage - C + = 0.1 

Arbi t rary Time Variat ions in Fluid Inlet Tempera tu re . A 
very important extension of these results is possible because of the 
linear nature of the governing differential equations and associated 
boundary conditions. The procedure, usually referred to as Duhamel's 
Method, can be employed to predict the transient response of a heat 
storage exchanger to an arbitrary time variation of the hot fluid inlet 

o 0 3 

F9fG*/V*),n0M 

Fig. 10 The fract ion of the steady-state heat storage — C + = 10 
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Fig. 11 Response of the heat storage exchanger to a time variation In the 
hot fluid inlet temperature 

temperature. In order to use the present step function solutions for 
superposition, the arbitrary variation of the hot fluid inlet tempera
ture must be approximated by the sum of a finite number of steps. 
Next, the steady-state quantities have to be calculated to enable us 
to evaluate T/,0 and Tco utilizing the values of th and tc obtained for 
a single step change, recalling that the inlet temperature of the cold 
fluid remains constant throughout the process. The actual transient 
response, T/,0, Tco and Tm, to the specified time dependent hot fluid 
inlet temperature will be, at each instant of time, the sum of the 
contribution of all the step changes up to that moment. Fig. 11 is an 
illustration of this procedure for the case of C + = 0.1, Bic = 1.0 and 
NTU = 1.0. 

C o n c l u s i o n s 

A wide range of possible practical applications for heat storage 
exchangers exist, however there must be a compromise between the 
amount of available energy to be transferred to the cold fluid and the 
desired amount stored in the storage material. If it is desired to store 
a considerable portion of the energy being transported by the hot fluid 
it is necessary to operate at low values of C+ . On the other hand, for 
small C+ , Tho tends to be large, indicating that only a small fraction 
of the available energy has been used. As we go to larger C+s the 
amount of heat stored, for a constant geometry, decreases, but better 
use of the available energy is made. It becomes apparent that each 
proposed application has to be examined on its own merits, and the 
results of this present investigation should be used as a guide to allow 
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the designer to establish the best configuration suitable for the ap
plication in hand. 

A c k n o w l e d g m e n t s 
The authors wish to acknowledge that this work was performed 

under NSF-RANN Grant AER 75-16216. The technical oversight of 
this grant is provided by ERDA, Division of Conservation, Oak Ridge, 
Tennessee. 

R e f e r e n c e s 
1 Committee on Advanced Energy Storage Systems, "Criteria for Energy 

Storage R & D," ISBN 0-309-02530-3, National Academy of Science, Wash
ington, D. C , 1976. 

2 Schmidt, F. W., "Numerical Simulation of the Thermal Behavior of 
Convective Heat Transfer Equipment," Heat Exchanger: Design and Theory 
Sourcebook, N. Afgan and E. U. Schlunder ed., McGraw Hill, New York, 1974, 
pp. 491-524. 

3 Cima, R. M., and London, A. L., "The Transient Response of a Two Fluid 
Counterflow Heat Exchanger—The Gas Turbine Regenerator," TRANSAC
TIONS ASME, Vol. 80, 1958, pp. 1169-1179. 

4 London, A. L., Sampsell, D. F., and McGowan, J. G., "The Transient 
Response of Gas Turbine Plant Heat Exchangers—Additional Solutions for 
Regenerators of the Periodic and Direct Transfer Types," Journal of Engi
neering for Power, TRANS. ASME, Series A, Vol. 86,1964, pp. 127-135. 

5 Schmidt, F. W., and Szego, J., "Transient Behavior of Solid Sensible Heat 
Thermal Storage Units for Solar Energy Systems," 1975 International Seminar, 
"Future Energy Production—Heat and Mass Transfer Problems," Yugoslavia, 
1975. 

6 Schmidt, F. W., and Szego, J., "Transient Response of Solid Sensible Heat 
Thermal Storage Units—Single Fluid," ASME JOURNAL OF HEAT TRANSFER, 
August 1976, pp. 471-477. 

cold fluid 

dtc 
Ec-

1-RcPc(tl:-tw) = 0; 
ax (A2) 

storage material 

RhPh(th-tw) + RcPc (tc-tw) = 0; (A3) 

and for the entire system 

-RcPcL(tc - tw) = RhPhL(th - tw) = US(th - tc). (A4) 

Eliminating tw from the above equations gives: 

dth US , 
Eh-— + — (th- tc) = 0, and 

ax L 

„ dtc US , 
Ec-

1 + -—(th- tc) = 0. 
ax L 

(A5) 

(AG) 

I n t r o d u c i n g t h e d imens ion less p a r a m e t e r s def ined in t h e text and 

solving t h e resu l t ing equa t ions yield t h e s t eady - s t a t e temperature 

distributions in the fluids and the storage material. This latter must 
be integrated over the volume of the storage material to obtain Tm". 
The final results are: 

C+e
M - eM 

Tho's = —^-. — for C+ ^ 1; 
C+-eM 

Th„
s 1 

NTU + 1 
for C+ = 1 (A7) 

l-eM 

for C+ * 1; 

APPENDIX 

Evaluation of Steady State Parameters 
In order to calculate the numerical values of the dependent vari

ables, eu, ec, and Q+ , used to present the final results of this study, 
three steady-state quantities must be evaluated. Under the as
sumptions of steady-state and negligible longitudinal heat conduction, 
the temperature distribution in the storage material in the y direction 
becomes linear at each location x along the flow channels (Fig. 1(b)). 
Hence, a mean wall temperature („, is used and effective heat-transfer 
coefficient, Rh and Rc, are specified by combining heat transfer 
coefficient with the convective contributions of each of the energy 
transporting fluids. The energy conservation equations become: 
hot fluid 

dth 
Eh-r + RhPh(th-t„)--

ax 
0; (Al) 

NTU 

NTU + 1 
for C + = 1 (A8) 

1 L \M I Ml 

where 

- for C+ * 1; 

2L NTU + 1J 
forC+ = l (A9) 

M = NTU (1 - C+) for C+ < 1 

M = NTU ( ^ — 7 - ) for C+ > 1 

N = (C+ + 1) + (C+ - 1)N* 

_1 1_ 

Bic Bi/j 
N* 

1 1 
— + + 1 
Bic Bih 
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The Elect of the London-Van Der 
Waals Dispersion Force on Interline 
Heat Transfer 
A theoretical procedure to determine the heat transfer characteristics of the interline re
gion (junction of liquid-solid-vapor) from the macroscopic optical and thermophysical 
properties of the system is outlined. The analysis is based on the premise that the inter
line transport processes are controlled by the London-van der Waals dispersion force be
tween condensed phases (solid and liquid). Numerical values of the dispersion constant 
are presented. The procedure is used to compare the relative size of the interline heat sink 
of various systems using a constant heat flux mode. This solution demonstrates the im
portance of the interline heat flow number, Ahfgv~l, which is evaluated for various sys
tems. 

I n t r o d u c t i o n 

It is well known that the vapor pressure over an adsorbed film 
of a nonpolar liquid is a function of the temperature and the Lon
don-van der Waals dispersion force of attraction between the solid 
and liquid (e.g., references [1-4]1 are of particular relevance). This 
fact can be used to predict the interline heat transfer coefficient and 
the heat sink capability of a stable evaporating wetting film of liquid 
[5-7]. These heat transfer characteristics are of major importance to 
the analysis of the rewetting of a hot spot, the heat transfer rate from 
an evaporating meniscus, falling thin film evaporation, and boiling. 
The analyses presented in [6, 7] demonstrate the importance of the 
group of properties, Ahfgh, which we call the interline heat flow 
number, in which A is a dispersion constant, hfg is the heat of vapor
ization of an adsorbed film and v is the kinematic viscosity. For ex
ample, a constant heat flux model of the evaporating interline [6] 
shows that the theoretical interline heat sink for a unit length of in
terline, Q, is given by 

Q = [2(7 In vf-5 [hfgAhf* (1) 

in which q is the heat flux and i] is a dimensionless thickness. Herein, 
methods for predicting the value of the interline heat flow number 
and, therefore, the size of the interline heat sink are presented and 
used. In essence, a theoretical procedure to determine the interline 
heat sink capability of an evaporating thin film from the macroscopic 
optical properties and thermophysical properties of the system is 
outlined. 

E v a l u a t i o n of A 

Assuming that bulk values can be used to approximate the values 
of the heat of vaporization and the kinematic viscosity, the problem 
of predicting the value of the interline heat flow number, A hfgh, is 
reduced to the critical one of evaluating a dispersion constant, A. Since 
A is important to many fields, considerable literature concerning its 
determination is available. Basically, there are two methods of cal
culating the dispersion force between condensed bodies. The micro
scopic approach starts with the interaction between individual atoms 
or molecules and postulates their additivity. The attractive force 
between the liquid and solid is then calculated by integration over all 
atoms and molecules [8]. The result is a purely geometrical term and 
the Hamaker constant, Asev, which is a function of the interacting 
materials. The macroscopic approach uses the macroscopic optical 
properties of the interacting materials and calculates the London-van 
der Waals dispersion force from the imaginary part of the complex 
dielectric "constants" [1]. It is generally accepted in the literature that 
the macroscopic approach is more satisfying than the microscopic 
approach. Presently we are concerned with a first order approximation 
of the effect of the dispersion force on heat transfer. Therefore, we 
will use the results of both methods in order to obtain maximum use 
of the prior literature. 

A good physical description of the microscopic approach is given 
by Sheludko [2]. Using the microscopic procedure, the equation for 
the temperature independent dispersion constant is 

j_Ats- Ae Aslv 

6TT 
(2) 

with 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

°P HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 22,1977. 

Aee = - n r ~ a n d Aes = -zrz~ 
ve* V£vs 

where U; ~l is the number of atoms or molecules per unit volume and 
ft/ is the constant in London's equation for the attraction between 
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two atoms. If the force of attraction between the liquid and solid 
(represented by Aes) is greater than the force of attraction between 
two liquid molecules (represented by Aee) the liquid wets the solid 
and a decrease in the vapor pressure occurs. 

Using the macroscopic procedure, an equivalent Hamaker constant, 
As(u can be obtained from the Lifshitz-van der Waals constant, 

3hasev 

4ir 
(3) 

Using this definition to relate both approaches through an equivalent 
Hamaker constant, the two procedures can be unified and compared. 
For the purpose of this report the Lifshitz-van der Waals constant 
can be calculated using the following approximate formula [1]: 

UsCo '• s: M«'f)-«.(»{)] M « | ) - i ] di (4) 
M i ? ) + tsdO] M*£) + i] 

where es, e„, ti are the frequency dependent dielectric constants of 
the solid, vapor (tv = 1), and liquid evaluated along the imaginary 
frequency axis, i£. (The assumptions associated with deriving this 
equation from a more general formulation are presented in [1].) In 
turn these imaginary frequency dependent dielectric constants can 
be calculated from the imaginary part of the complex dielectric con
stant which can be experimentally measured. The dielectric constant, 
e(o>), is a complex function of the frequency, u>. 

e(o>) = t'(w) + it"(oi) (5) 

The function e(w) is related to the complex index of refraction, n, the 
refractive index, n, and the absorption constant, k, by 

V7(wj = n = n(w) + ik(w) 

t'(ai) = n2(«>) - k2(w) 

e"(co) = 2n{u>)k{io) 

(6) 

(7) 

(8) 

For the purpose of analysis, it is useful to consider the frequency, a, 
to be a complex variable: 

: w' + i£ (9) 

As presented above, the dispersion force depends on the value of 
the dielectric constant on the imaginary frequency axis, e(i£). The 
function is always positive and is related to the dissipation of energy. 
in an electromagnetic wave propagated in the medium. e(i£) is a real 
quantity which decreases monotonically from eo (the electrostatic 
dielectric constant, £o = n2 > 1) for dielectrics or from +<» for ideal 
metals at a) = iOto l ata> = t'<= for all materials [9]. Without the need 
for a specific model, equation (10) can be used to calculate e(i|) from 
the imaginary part of the dielectric constant, e"{a), [9]. 

log1 0 (-hf) 

Fig. 1 Plot o( log10 [«(/£) - 1] as a function of log10 (h£) for various mate
rials 

eUO = 1 + 
IT JO 

Xe"(X) 
dX (10) 

(X2 + £2) 

where £ and X are angular frequencies of the electromagnetic field. 
Therefore, «(i£) can be obtained directly from experimental data on 
the refractive index and absorption constant. However, due to the lack 
of sufficient data for the frequency dependent optical constants, 
semi-empirical models are usually used. 

Equation (4) demonstrates that a thin wetting film of adsorbed 
liquid on a solid surface will be stable if the dielectric constant of the 
solid along the imaginary frequency axis is greater than that of the 
liquid, es(i£) > ^>((f). Therefore, it is instructive to compare the values 
of ({iO for various materials. In Fig. 1, the logio [e(i'£) - 1] is presented 
as a function of the energy associated with an electromagnetic wave 
in electron volts, logio (ft?). The source of the individual values are 
given in the Appendix. For nonpolar dielectric materials, the static 

J ^ o m e n c l a t u r e , . 

A = dispersion constant [J] 
A = Hamaker constant [see equation (2)] 

[J] 
D - mean separation between close packed 

planes [m] 
h2-w = Planck's constant [J-s] 
hjg = heat of vaporization [J-kg*1] 
k = thermal conductivity [W-m~l-K_1] 
k = absorption constant 
n = refractive index 
0 = heat transferred [W-m-1] 
q = heat flux [W-m -2] 
s = solid thickness [ml 

T - temperature [K] 
U = overall heat transfer coefficient, [W-

m-2-if-1] 
/3 = see equation (2) 
7 = interfacial free energy, [J-m~2] 
5 = film thickness [m] 
i] = dielectric constant, t = e' + it" 
e = dimensionless film thickness, 6/<5o 
v = kinematic viscosity [m 2 ^ - 1 ] 
£ = imaginary part of complex frequency 

[rad-s-1] 
w = defined by equation (4) [rad-s-1] 
w = angular frequency [rad-s-1] 

Subscripts 

£ = liquid phase 
£v = liquid-vapor interface 
s = solid 
o = evaluated at interline 
v = vapor phase 

Superscr ipts 

d = dispersion 
- = averaged 
A = complex index of refraction 
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dielectric constant, eo, can be obtained using the Maxwell relation, 
m = n2, in which the index of refraction, n, can be obtained in the 
visible range of frequencies. It is a measure of the induced polarization. 
The n -alkanes and diatomic molecules are representative of these 
materials. Curves for pentane and helium are presented in Fig. 1. For 
comparison, limiting values of nitrogen, oxygen, methane and car-
bon-tetrafluoride are also given. 

Polar molecules have, in addition to the induced polarization, an 
orientation polarization. As a result, the dielectric constant is not 
constant in the frequency range below the visible. The alcohols and 
water are representative of this group. The curve for water in Fig. 1 
stops at hi, = 1. At £ = 0, the dielectric constant for water has a value 
of (o ~ 81. At hi = 3.16, e ~ 1.75. At most frequencies the dielectric 
constant for pentane is less than that for water. Experimentally, 
pentane has been observed to form a thin wetting film on a water 
substrate [10]. Films of octane on water are marginally stable. A 
theoretical study of hydrocarbon adsorption on water surfaces that 
describes and confirms this phenomenon has been done using Lif-
shitz's theory [11]. The values of t(i£) for ideal metals (smooth and 
clean surfaces free from oxides and contaminants) are also presented 
in Fig. 1. Since the complex part of the dielectric constant, 2nk, is large 
for metals, e(t'£) also has a relatively large value. In practical heat 
transfer equipment these values cannot be reached since nonidealities 
(oxides and adsorbed contaminates) are usually present. However, 
they do represent an upper limit for e(i£). Experimentally, the im
portant value is the measured value of Ink = t" which characterizes 
the surface being used. These results also emphasize the fact that 
metals are high energy surfaces which are easily wetted and easily 
contaminated. The dielectric properties of polytetrafluoroethylene 
(Teflon) fall above but close to those of pentane. Pentane wets Teflon 
since its surface tension (yd = 0.016 Jim2) is less than the critical 
surface tension for the wetting of Teflon (0.0185) Jim2). 

Churaev used equation (4) to calculate the Hamaker constant for 
various systems [14] which are presented in Table 1. Since the di
electric constants for metals are larger than that for water, which, in 
turn, is larger than that for pentane, the absolute value of the Ha
maker constants for the alkane ^ metal systems are larger than that 
for the pentane ==: water system. For comparison, the Hamaker con
stant for the He-CaF2 system is As(u * -3.8 X 10"21 J. [15]. The lower 
values of the dielectric constants for helium and CaF2 result in a 
relatively low value of AS£D. The refractive index of CaF2 is approxi
mately n « 1.4. The approximate value of the Hamaker constant, Aseu, 
can be obtained using 

Asto - Ae (11) 

A good approximation for the Hamaker constant, Ase, is (Ass Aee)06 

[16]. Therefore, we can calculate the approximate value of AS£U from 
the more readily available values of Ass and Aee- Calculated values 
for Asgv obtained using equation (11) are presented in Table 2. The 
values for Aee were obtained using 

Aee = 24TTD27 (12) 

Israelachvili [17] successfully compared the surface tension of a 

Table 1 

C a l c u l a t e d v a l u e s of AS£V for w e t t i n g f i lms [14] 

- / W 1 0 2 0 Liquid, substrate -As£u-W
20 

J J 
Liquid, substrate 

Water on quartz 
Octane on quartz 
Decane on quartz 
Tetradecane on 

quartz 
Benzene on quartz 
C Cl4 on quartz 

1.12 Pentane on water 0.74 
1.67 Hexane on water 0.63 
1.57 Decane on water* 0.34 
1.34 Octane on steel 19.2 

0.91 Decane on steel 18.9 
0.56 Decane on gold 23.1 

Water on gold 11.2 

number of saturated hydrocarbons calculated on the basis of equation 
(12) with experimental data. In Table 3, a list of values for Ass is given. 
Due to limitations in the availability, interpretation and use of the 
optical data, there is a degree of inconsistency in the values of these 
constants. For example, recent data on the adsorption of alkanes on 
Teflon [4] indicate the value of Ass obtained by Vassilieff and Ivanov 
[12] is probably too high. As a result of these inconsistencies, the 
theoretical results based on these initial values of the Hamaker con
stant are obviously approximate. However, the relative values cal
culated using the same set of assumptions are very instructive. The 
refinement of the procedures and the availability of more extensive 
optical data will lead to more consistent results in the future. 

P r e d i c t e d V a l u e s of the I n t e r l i n e H e a t F l o w N u m b e r , 
A high 

Predicted values of the interline heat flow number obtained using 
bulk values for the heat of vaporization and the kinematic viscosity 
are presented in Table 4. The gold-alkane system and the Teflon-
alkane system are two ideal systems for comparison since the solids 

Table 2 

V a l u e s of AS£V c a l c u l a t e d us ing equat ions (11) and (12) 

/U-io20 

references 
[16 & 12] 

Gold : 45 
Gold : 45 
Gold: 45 
Gold: 45 
Gold: 45 
Gold: 45 
Gold: 45 
Teflon : 10.5 
Teflon : 10.5 
Teflon : 10.5 

Aee 1 0 2 0 

J 

Methane 
Pentane 
Hexane: 
Heptane 
Octane: 

:3.95 
5.04 

5.48 
:5.82 
3.08 

rc-Dodecane : 6.75 
Nitrogen 
Methane 
Octane : 
Nitrogen 

:2.49 
:3.95 
3.08 
:2.49 

-Asev-1020 

J 

9.4 
10.0 
10.2 
10.4 
10.5 
10.7 
8.1 
2.5 
1.9 
2.6 

Table 3 

C a l c u l a t e d v a l u e s of An f rom [12] 

Material 

Decane 
Diamond 
Hydrocarbon II 
Polyethylene 
Polystyrene 

A,-,-1020J 

6.7 
41.4 

7.7 
10.5 
11.1 

Material 

Polypropylene 
Teflon 
Quartz 
Water 

4,',-1020J 

9.05 
10.5 
8.65 
6.05 

Table 4 

T h e o r e t i c a l va lues of the i n t e r l i n e hea t f low n u m b e r , 
hfgAv-1 

Liquid—Substrate 

Methane—Gold 
Pentane—Gold 
Hexane—Gold 
Heptane—Gold 
Octane—Gold 
Dodecane—Gold 
Nitrogen—Gold 
Decane—Steel 
Decane—Steel 
Decane—Gold 
Methane—Teflon 
Octane—Teflon 
Nitrogen—Teflon 
C Cl4—Quartz 
C CI4—Quartz 
Octane—Quartz 

(hfg 

9.76 
5.26 
4.22 
3.33 
2.62 
1.12 
4.17 
2.90 
4.14 
3.50 
2.60 
0.26 
1.53 
0.105 
0.497 
0.418 

A e-V-109 

Watts 

(111.4K)2 

(293K) 
(293K) 
(293K) 
(293K) 
(293K) 
(77K) 
(293K) 
(447K)3 

(293K) 
(111.4K) 
(293K) 
(77K) 
(293K) 
(350K)3 

(293K) 

A 
Source 

Table (2) 
Table (2) 
Table (2) 
Table (2) 
Table (2) 
Table (2) 
Table (2) 
Ref. 
Ref. 
Ref. 

14 
14 
14 

Table (2) 
Table (2) 
Table (2) 
Ref. 
Ref. 
Ref. 

14 
14 
14 

The results in [10] indicate that decane does not form a stable film on water. 

2 hfg and v are evaluated at this temperature. 
3 Reference [14] values for A were adjusted for temperature using equations (11) 
and (12). 
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have been extensively studied and the alkanes are simple nonpolar 
fluids. More importantly, these systems represent a broad range, since 
gold is a very high surface energy material and Teflon a very low 
surface energy material. The value of the interline heat flow number 
for methane-gold is 9.76 X 1CT9 W versus 2.6 X 1CT9 W for meth
ane-Teflon. Increasing the molecular weight of the fluid gives h/g Ah 
= 2.62 X 10~9 W or octane-gold. This decrease occurs because the 
ratio h/g/n decreases faster than A increases. For all practical purposes 
these numbers bracket the range for simple fluids. The inconsistencies 
present in the table values for the interline heat flow number result 
from the inconsistencies in the values of A in the literature. For a finite 
contact angle system, the "interline region" as defined herein vanishes 
and the thin film starts with a finite thickness. Polar fluids and liquid 
metals are not addressed herein. 

T h e T h e o r e t i c a l I n t e r l i n e H e a t S i n k , Q, a n d I n t e r l i n e 
L e n g t h , x . 

The above results can be used to estimate various characteristics 
of the interline evaporation process. The theoretical interline heat 
sink for a unit length of interline, Q, is obtained using equation (1). 
The length of the interline region of thickness range i\ > 1, x, is [6] 

x = [2£n T,]0-6 [q]-°'5 [hSgAhfb (13) 

These equations are presented in Figs. 2 and 3 for r\ - 10. In Fig. 2 
some of the values of Ah/g/v listed in Table (4) are marked on the 
theoretical curve. Obviously an increase in the interline heat flow 
number gives an increase in the theoretical heat sink, Q, and the 
length of the interline region, *. Two of the systems, decane-steel and 
carbon tetrachloride-glass are given in more detail in Fig. 3. Curve (la) 
represents the decane-steel system at 293K, and Curve (lfe) represents 
the system at 447K. Curves (2a and 26) represent the carbon tetra
chloride system st 293K and 350K. The results predict that the in
terline heat sink, Q, for the decane-steel system is approximately three 
times larger than that for the carbon tetrachloride system at the same 
heat flux and P„ = 1.01 X 105 N-m~2. This results from the increased 
length of the evaporating thin film, x, of thickness 1 < JJ < 10, which 
is a function of the interline heat flow number. The increase of Q with 
temperature results from the substantial decrease in the kinematic 
viscosity in this temperature range. This increase will not continue, 
since the dispersion constant will decrease substantially at higher 
temperatures. For the carbon tetrachloride-quartz system, both the 
dispersion constant and the reciprocal of the kinematic viscosity in
crease with temperature at this temperature level (note the effect of 
the relative size of Ate on Aseu in equation (11)). 

As presented in [6], the equation for the interline heat sink can be 

written as 

Q = [2 In (r,)ka(Ts - Tv) S - T - 5 [Ahfg ^ p (l4) 

thereby defining an effective overall heat transfer coefficient, Ua[ 

as 

for 

Uef[=[2kaAhfghS(Ts-Tu)]^ 

Q = Uel{ [£n u]°-6 [Ta - Tu] 

(15) 

(16) 

If the temperature in the solid, Ts, at the distance, S, from the surface 
is known, equation (14) can be used to obtain Q using the values of 
A hfgh presented herein. 

D i s c u s s i o n 

A theoretical procedure to determine the interline heat sink ca
pability of an evaporating thin film using the macroscopic optical 
properties and the thermophysical properties of the system has been 
outlined above. This procedure significantly increases our under
standing of the interline and shows how the level of the interline 
transport processes is controlled by the dispersion forces resulting 
from the interaction of the solid and liquid. The procedure can be used 
to predict the relative size of the interline heat sink and, thereby, 
enhance the development of heat transfer equipment which use the 
evaporating interline region. Due to the basic nature of the equations, 
their current level of development and the limited availability of 
optical data, the use of ideal systems (e.g., neglecting surface rough
ness) has been emphasized. However, this does not detract from the 
significance of the results, since ideal systems give an order of mag
nitude approximation and enhanced understanding of real systems, 
and reveal the basic mechanisms involved in the transport pro
cesses. 

The constant heat flux model explicitly demonstrated the impor
tance of the interline heat flow number [6]. Using theoretical values 
of the interline heat flow number, the relative size of the interline heat 
sink and the interline length can be determined. The absolute upper 
limit of the interline heat sink cannot be determined using only these 
procedures because the important questions of interline stability and 
the transition from the thin film to the meniscus region have not been 
addressed herein. However, these concepts do describe why the in
terline heat sink of a system like decane-steel should be greater than 
that of a system like carbon tetrachloride-quartz. A procedure is now 
available whereby various systems can be theoretically compared. 

By necessity, there are aspects of the above theoretical results which 
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Fig. 2 Graphical representation of equations (1) and (13) for ij = 10 
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Fig. 3 Heat sink capability, 0, and interline length, x, for ?j = 10; (1a> ' 'o c ' 
ane-steel at 293 K; (1b) decane-steel at 447 Kj (2a) CCI4-quartz at ,'J,'3 Ki 
(2b) CCI4.quartz at 350 K 
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need exper imenta l evaluat ion, ref inement , and extension because of 

the a s s u m p t i o n s in t h e models . T h e s e resul t s ind ica te t h a t th i s can 

be accomplished by measur ing the interline stability and the interl ine 

length, x, as a funct ion of h e a t flux a n d t h e in te r l ine h e a t flow n u m 

ber. 
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Table A-1 

Constants and references for equation (A-1) 

Substance 

Graphite 
Diamond 
Polyethylene 
Polypropylene 
Teflon 
Polystyrene 

a 

0.948 
0.705 
0.420 
0.390 
0.317 
0.433 

fa-1017, s/rad 

3.9 
1.5 
2.1 
2.1 
1.2 
2.1 

Reference 

18 
12 
12 
12 
12 
12 

" T h e Effect of t h e Liquid-Sol id S y s t e m P r o p e r t i e s on t h e In te r l ine 

H e a t Trans fe r Coefficient" is gratefully acknowledged. 

APPENDIX 

D e t e r m i n a t i o n of V a l u e s of e(i£) U s e d in Fig . (1) 
There are various procedures to obtain spectral graphs of e(j£) from 

t h e l imi ted expe r imen ta l d a t a . One of t h e mos t useful m a k e s use of 

t h e following empir ica l fo rmula [18]: 

6-^~ = a exp (-b& (A-1) 
e(i£) + 1 

T h i s equa t ion was used to ob ta in t h e curves for g raphi te , d i a m o n d 

a n d Teflon. T h e cons t an t s a n d references are given in T a b l e A - 1 . 

T h e curve for p e n t a n e was ob ta ined from [11]. T h e dielectr ic con

s t a n t is essent ia l ly c o n s t a n t (e = n2) from zero frequency t h r o u g h to 

an u l t raviole t f requency, wu„, which t h e y chose to be the first ion

ization potential . For frequencies less t h a n o>u„ they used the following 

equa t ion : 

t W ) = 1 + 7 ^ L z i _ (A-2) 
l + ( £ / « w r 

For frequencies h igher t h a n t h e p l a s m a frequency, wp, t hey used 

equa t ion (A-3) wi th s t r a igh t l ine in te rpo la t ion in be tween 

£(;*) = l + u p 2 / * 2 <A-3) 

T h e curve for he l ium was ob ta ined from [15], in which a s imilar p ro

cedure was used. 

T h e d a t a for n i t rogen , oxygen, m e t h a n e a n d carbon te t ra f luor ide 

were ob ta ined us ing 

« = n2 (A-4) 

a n d s t a n d a r d values for t h e index of refract ion. T h e values for gold 

and silver were ob t a ined from [19]. 
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Predictive Capabilities of Series 
Solutions for Laminar Free 
Convection Boundary Layer 
Heat Transfer 

F. N. Lin1 and B. T. Chao2 

Nomenclature 
a,b = semidiameters of elliptical cylinder 
g = gravitational acceleration 
Gr = Grashof number, g$\ Tw - T„ |L 3 / * 2 

k = thermal conductivity 
L = reference length 
Nu = Nusselt number, qwL/(Tw - T„)k 
Pr = Prandtl number 
qw = wall heat flux 
r = radial distance from axis of symmetry to a surface element, r = 

r/L 
T = temperature; Tm and T„ refer to surface and undisturbed am

bient temperature, respectively 
U = velocity component in x- direction; u = UL/(v Gr1/2) 
v = velocity component in y- direction; v = vL/(u Gr1/4) 
x = streamwise coordinate; x = x/L 
y = coordinate normal to x; y = Gr1/4y/L 
a = angle defined in Fig. 1 
/3 = thermal expansion coefficient 
9 = dimensionless temperature, (T — T«,)/(TW — T„,) 
v = kinetmatic viscosity 
4> = sin a 
i/< = stream function in (x,y) coordinates; ru = dtp/dy and rv = 

-df/x 

Introduction 
A number of series solutions for the prediction of laminar, free 

convection boundary layer heat transfer over isothermal and non-
isothermal bodies are available in the literature. Chiang and Kaye [l]3 

used a Blasius series expansion to determine local Nusselt number 
for horizontal circular cylinders with prescribed surface temperature 
or surface heat flux expressed as polynomials of distances from the 
stagnation point. The same procedure was used by Chiang, Ossin, and 
Tien [2] for spheres. Koh and Price [3] devised transformations for 
the cylinder equations used in [1] to remove their dependence on the 

1 Formerly Principal Engineer, Planning Research Corp., Kennedy Space 
Center, Fla. Now at NASA, White Sands Test Facility, Las Cruces, N.Mex. 

2 Professor, University of Illinois at Urbana-Champaign, Urbana, 111. Fellow, 
ASME. 

3 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
July 20,1977. 

coefficients that appear in the polynomial surface condition. Fox [4] 
proposed a further generalization of the results given in [2, 3] for 
treating bodies of arbitrary shape. More recently, Harpole and Catton 
[5] extended the Blasius series method to low Prandtl number 
fluids. 

Saville and Churchill [6] used a Gortler-type series for analyzing 
two-dimensional, planar and axisymmetrical boundary layer flows 
over smooth isothermal bodies of fairly arbitrary contours. When 
applied to horizontal circular cylinders or spheres, the series converge 
faster than the corresponding Blasius series. The Gortler-type series 
has been used by Wilks [7] and by Lin [8] for two-dimensional 
boundary layers over bodies of uniform heat flux. Kelleher and Yang 
[9] also employed a Gortler-type series for treating free convection 
over a nonisothermal vertical plate. The class of problems considered 
in [6] was treated by Lin and Chao [10] using a series expansion of the 
form proposed by Merk [11] and later corrected by Chao and Fagbenle 
[12]. 

When assessing the usefulness of the various proposed methods, 
the investigators usually made comparisons with experiments and/or 
prior published calculations. However, such comparison was almost 
always limited to horizontal circular cylinders or spheres. The main 
purpose of this note is to show that conclusions based on circular 
cylinders or spheres cannot be assumed to have general validity. The 
radius of convergence of the various series is strongly dependent on 
the body configuration and, to a much less extent, on the Prandtl 
number and the coordinate system involved. 

Gortler Series, S-I and S-II 
Investigations of two Merk-type series by the present authors [10, 

13] showed that their radius of convergence depends, among other 
things, on the coordinate system used for the transformed momentum 
and energy boundary layer equations. Since the Gortler series has the 
advantage of requiring significantly less tabulation of universal 
functions than the other series solution methods, it was decided to 
develop the Gortler series, using the same two sets of coordinate 
system employed in [10, 13]. One of them closely resembles that of 
Saville and Churchill [6]. 

To be definite, we consider two-dimensional or rotationally sym
metrical bodies of uniform surface temperature Tw immersed in an 
infinite ambient fluid of undisturbed temperature T„ as illustrated 
in Fig. 1. The governing conservation equations are well known and 
were given in dimensionless form by equations (10), (11), and (12) in 
[10]. The analysis of [13] makes use of the coordinate pair: 

I = 4 f" (rU)mdx, r, = (r<t>)ml-l'*y, (la,b) 

a stream function /(£,?;) = I 3/4\p(x,y) and a temperature function 
S(hv) = B(x,y) to obtain 

V" + 3 / /" - X(/')2 + 8 = 4? 
d&v) 

am 

(2) 

(3) 
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a) Tw > T<D 

Two-Dimensional Body Axisymmetrical Body 

b) TW<T(0 

u t g 

Two - Dimensional Body Axisymmetrical Body 

Fig. 1 Physical model and coordinate system 

with boundary conditions: 

T&O) = J'&O) = 0, 0(1,0) = 1 (4a,b,c) 

J'{1°>) - 0 , §(?,») - 0 . (5a,b) 

In the foregoing, the prime denotes d/dy and d(, )/3(£,)j) is the Jaco-
bian. The configuration function X is given by 

d 1 
2 + - -

£ • £n (</>/r2) (6) 
3 (r40)1 / 3 dx 

The Gortler series solution based on (2) and (3) is herein designated 
as S-I. Alternately, the coordinate-pair employed in [10] is: 

CXr2Udx, v = rU(2^)-1'2y 
Jo 

where 

U> [2/;*,]". 

(7a,b) 

(7c) 

Upon introducing a stream function /(£,?;) = (2£)_1/2\/<(*,y) and a 
temperature function 0(£,i;) identically defined as d(l,ri), the mo
mentum and energy equations become 

/ ' " + / / " + A [<?-( / ' ) 2 ]=2£ 
d(Z,n) 

Pr^1 0" + f6' = 2 i 

wherein the configuration function is 

A = 2£ — £nU = 

my 

r2U3-

(8) 

(9) 

(10) 

The boundary conditions are the same as those prescribed by (4) and 
(5). The Gortler series based on (8) and (9) is designated as S-II. When 
the body contour is such that X or A is a constant, the boundary layer 
flow becomes self-similar. Under such condition, X = 3A as has been 

pointed out in [13]. In the more general case of nonsimilar flows, X and 
A are expanded in series as follows: 

Ml)--

HO - i. Mir 

1=0 

(11) 

(12) 

The quantities Xo and 7 depend only on the class of body shape, not 
on the details of the contour. So do Ao and r . For round-nosed cylin
ders, Xo = 3, 7 = % and A0 = 1, r = 1. For round-nosed axisymmetric 
bodies, X0 = %, 7 = %, and A0 = V2, T = lk-

The appropriate S-I series solutions are 

Iil~n) = Z Jiiv)¥-
1=0 

Hhv) = L Hn)lh 

i-0 

(13) 

(14) 

from which the following equation sets can be readily established: 

/ ' "o+3/o/"o-Xo(f 'o) 2 + 8 o = 0 

P r - ^ ' o + 3/o§'o = 0 

(15) 

(16) 

with 

1 (17a,b,c) 

(18a,b) 

/o(0) = /'o(0) = 0, g0(0) 

/ 'o(«) -» 0, g0(») -» 0 

/ / / ' i + 3 / o / " i - 2 ( X 0 + 2 7 ) / o / ' i 

+ (3 + 47) /"0/1 + h = Ai(/'o)2 (19) 

P r " 1 ^ + 3/ofli' - 4T/'o§i + (3 + 47)§'o/i = 0 (20) 

with 

7i(0) = /'(0) = 0, 8i(0) = 0 (21a,b,c) 

/ ' i (» ) — 0, ?!<») — 0 , (22a,b) 

etc. 
The equation pair for the zeroth-order functions, (15) and (16), is 

identical to that of the Merk series reported in [13] when Xo is replaced 
by X. The equations for the higher order functions can be made in
dependent of the X,'s ((' > 1) by introducing 

h(v)~MFi(v)) 
§1(ij) = \ 1 5 i (n ) i 

Mv) = M2F2i(v) + MF22(v) • 

Mn) = M2H2i(v) + X2i?22(i;)J 

The functions, Ft, Hi, F2i, etc., are universal in the sense that they 
are independent of parameters associated with the details of the body 
contours, since 7 = % for all round-nosed cylinders and 7 = % for all 
round-nosed axisymmetric bodies as has already been pointed out. 

The local heat transfer coefficient can be calculated from 

Nu _ (r 0)1 /3 

Gri/4 _ | i/ 

where 

3d - -
— (£,0) = fl'o(0) + XiH'i(O) ? 

etc. 

(23) 

(24) 

d'6 ,- "1 
(25a) 

+ [\i2 H'2i(0) + \2H'22(0)]~e~> + • • (25b) 

Similar expressions have been developed for the S-II series but we 
shall refrain from presenting the details. 

The first three sets of coupled ordinary differential equations 
governing the universal functions /o, §0, Fi, H\, F11, H21, F2% and ff 22 
for S-I and a similar set for S-II have been numerically integrated for 
Pr ranging from 0.004 to 100 and for both round-nosed axisymmetric 
and two-dimensional bodies. Tables of their wall derivatives are 
available. 
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Comparison of Results 
Recently, Merkin [14] presented data for local heat transfer coef

ficient over horizontal cylinders of circular and elliptical cross section 
for Pr = 0.70 and 1.0. These data were calculated by a finite difference 
numerical technique. A comparison of the dimensionless heat transfer 
parameter, expressed in terms of Nu Gr - 1 ' 4 and obtained from various 
methods for a circular cylinder, is shown in Table 1. Since only the 
first two terms of the Blasius series for Pr = 0.70 are available, all 
series expansion results are based on two terms. In the case of both 
Merk and Gortler series, the second term is very small, being two to 
four orders of magnitude smaller than the first. The Blasius series has 
a constant first term which corresponds to the value at the stagnation 
point. The data of Table 1 indicate that the Merk series of [10] gives 
the best agreement with the finite difference calculation and the 
Blasius series is better than either Gortler series. It may also be stated 
that all series expansion results are acceptable, perhaps with the ex
ception of the Gortler series at d = 150 degrees. Had three terms been 
used, the Gortler series would yield 0.280 for S-I and 0.311 for S-II; 
thus, some improvement is obtained. 

From a purely theoretical standpoint, it may be argued that the 
validity of a series solution should be examined within its radius of 
convergence and not be judged from the truncated series. In practice, 
however, when only a limited number of terms can be calculated as 
are all cases considered in the paper, the method of comparison used 
is quite acceptable on the basis of the semidivergent nature of the 
series and the relative magnitude of the available terms. 

The results for an elliptical cylinder in slender configuration are 
shown in Fig. 2. The Merk series based on the coordinate system used 
in [10]4 gives excellent agreement with Merkin's data although some 
deterioration is observable when the ellipse eccentric angle measured 
from the stagnation point S exceeds 140 deg (x/2a = 0.9230). On the 
other hand, both Gortler series, S-I and S-II, and the Blasius series 
are completely useless except in the region very close to S. For ex
ample, at x/2a = 0.09624 which corresponds to the eccentric angle of 
30 deg, the first three terms of the S-I series for Nu Gr~1/4 are 0.6298 
+ 0.1043 — 0.7189 and the first two terms of the Blasius series are 
0.8898 - 1.3983. 

Fig. 3 summarizes the results for an elliptical cylinder in blunt 
configuration. The Merk series in [10] again agrees well with the finite 
difference data. Some minor discrepancies are noted in the region 
where the curve exhibits the maximum. The two Gortler series give 
good predictions only in the region when the eccentric angle is less 
than 70 deg (x/2a = 1.027), beyond which their usefulness rapidly 
deteriorates. The two-term Blasius series yields a monotonously in
creasing value of Nu Gr~1/4 as x/2a increases and is judged to be un
acceptable. 

The predictive capability of the Gortler series, when applied to 
elliptical cylinders of both slender (a/6 = 4) and blunt (a/6 = 0.5) 
configuration, has also been extensively studied for Pr = 0.001,0.01, 

4 Results obtained by Merk series based on the coordinate system of [13] are 
not as satisfactory. 

Table 1 Local heat transfer parameter, Nu/Gr1/4, for isothermal, horizontal, 
circular cylinder evaluated by various predictive methods (Pr = 0.70) 

0, 
deg. 

0 
30 
60 
90 

120 
150 

Finite 
Difference 

[14] 
0.4402 
0.4348 
0.4190 
0.3922 
0.3532 
0.2986 

Merk 
Series 

[10] 
0.4402 
0.4346 
0.4186 
0.3913 
0.3508 
0.2923 

Blasius 
Series 

[1.3] 
0.4402 
0.4350 
0.4192 
0.3930 
0.3563 
0.3091 

Gortler 
S-I 

0.4402 
0.4351 
0.4187 
0.3898 
0.3449 
0.2740 

Series 
S-II 

0.4402 
0.4396 
0.4241 
0.3992 
0.3664 
0.3273 

0 is the angle measured from the stagnation point; the reference length 
in Nu and Gr is cylinder diameter. Data under S-I are identical to 
those evaluated from [6]. 

°'9<r 

0.8 

0.7 

0.6 

%°* 

0.4 

0.3 

0.2 

0.0 

° Finite Difference, [14] 
Merk Series, [10] 
GOrtler Series, S - I 
Gortler Series, S - H 
Blasius Series, [l,3] 

0.0 0.2 0.4 0.6 

x/2a 
0.8 

Fig. 2 Heat transfer over isothermal, horizontal, elliptical cylinder in slender 
configuration (reference length in Nu and Gr is 2a) 

0.5 

0.0 

Finite Difference, [l4] 
Merk Series, [10] 
Gortler Series, S - I 
Gortler Series, S - I 
Blasius Series, [l,3] 

o.o 0.5 i.o 
x/2a 

2.0 

Fig. 3 Heat transfer over isothermal, horizontal, elliptical cylinder in blunt 
configuration (reference length In Nu and Gr Is 2a) 
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10, and 100. T h e ser ious h a n d i c a p j u s t no t ed for P r = 0.72 a n d illus

trated in Figs. 2 and 3 generally persists. Details will no t b e given here 

since finite difference d a t a are no t avai lable for compar ison . Based 

0 n the examina t i on of t h e first t h ree t e rms of t h e series, i t can be in

ferred t h a t t h e inabi l i ty of b o t h Gor t le r series t o be a pred ic t ive tool 

worsens progressively as P r a n d t l n u m b e r decreases from 0.72 to 0.01 

and 0.004. Some i m p r o v e m e n t is no t ed for P r = 100 b u t no t enough 

to justify the i r use . 

We have also examined t h e predic t ive capabi l i ty of t h e Blas ius 

series for P r = 0.004 and 0.01 using t h e wall der iva t ives of t h e a p 

propriate universa l funct ions recent ly given by H a r p o l e a n d C a t t o n 

[5). Good resu l t s are ob t a ined for circular cyl inders . W h e n appl ied 

to elliptical cyl inders , t h e resul t s are woefully d i sappoin t ing . T o il

lustrate, we cite he re some c o m p u t e d d a t a for an ell iptical cyl inder 

of alb = 4. At t h e eccentr ic angle of 30 deg (x /2a = 0.09624), which 

is not far from t h e s tagnat ion point , t h e first t h ree t e rms of t h e series 

for N u Gr~ 1 / 4 (with 2a as t h e reference length) read: 0.08965 - 0.12238 

+ 0.80699 for P r = 0.004, and 0.13938 - 0.19207 + 1.2859 for P r = 

0.01. 

The universal functions associated with the Merk series in [10] have 

not been compu ted for P r = 0.01 and 0.004. Consequent ly , definitive 

conclusions will no t b e s t a t ed a t th i s t ime. However , judging from t h e 

information o b t a i n e d in th i s and earl ier s tudies , t h e a u t h o r s see n o 

obvious reason why i t will n o t per form well even t h o u g h t h e p red ic 

tions m a y no t be as good as those for m o d e r a t e or large P r a n d t l 

numbers. 
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10, and 100. T h e ser ious h a n d i c a p j u s t no t ed for P r = 0.72 a n d illus

trated in Figs. 2 and 3 generally persists. Details will no t b e given here 

since finite difference d a t a are no t avai lable for compar ison . Based 

0 n the examina t i on of t h e first t h ree t e rms of t h e series, i t can be in

ferred t h a t t h e inabi l i ty of b o t h Gor t le r series t o be a pred ic t ive tool 

worsens progressively as P r a n d t l n u m b e r decreases from 0.72 to 0.01 

and 0.004. Some i m p r o v e m e n t is no t ed for P r = 100 b u t no t enough 

to justify the i r use . 

We have also examined t h e predic t ive capabi l i ty of t h e Blas ius 

series for P r = 0.004 and 0.01 using t h e wall der iva t ives of t h e a p 

propriate universa l funct ions recent ly given by H a r p o l e a n d C a t t o n 

[5). Good resu l t s are ob t a ined for circular cyl inders . W h e n appl ied 

to elliptical cyl inders , t h e resul t s are woefully d i sappoin t ing . T o il

lustrate, we cite he re some c o m p u t e d d a t a for an ell iptical cyl inder 

of alb = 4. At t h e eccentr ic angle of 30 deg (x /2a = 0.09624), which 

is not far from t h e s tagnat ion point , t h e first t h ree t e rms of t h e series 

for N u Gr~ 1 / 4 (with 2a as t h e reference length) read: 0.08965 - 0.12238 

+ 0.80699 for P r = 0.004, and 0.13938 - 0.19207 + 1.2859 for P r = 

0.01. 

The universal functions associated with the Merk series in [10] have 

not been compu ted for P r = 0.01 and 0.004. Consequent ly , definitive 

conclusions will no t b e s t a t ed a t th i s t ime. However , judging from t h e 

information o b t a i n e d in th i s and earl ier s tudies , t h e a u t h o r s see n o 

obvious reason why i t will n o t per form well even t h o u g h t h e p red ic 

tions m a y no t be as good as those for m o d e r a t e or large P r a n d t l 

numbers. 
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expansion methods. Recently, Sparrow and co-workers [4-6] pre
sented an approximate method known as the local nonsimilarity 
method, for solving nonsimilar boundary-layer problems, which gives 
more accurate results than the series and integral methods. More 
recently, Kao and Blrod [7] have developed another approximate 
method for the solution of nonsimilar boundary layer problems. The 
results are found to be slightly more accurate than those of the local 
nonsimilarity method. Further, Kao, et al. [8] have applied this 
technique to study the free convection problem on a vertical flat plate 
with sinusoidal and exponential wall temperature variations and 
linearly varying and exponentially increasing heat flux. They have 
compared their results with those of the difference-differential 
method and found them in excellent agreement. 

In the present note, an implicit finite-difference technique [9] has 
been applied to study laminar free convection boundary-layer flow 
along a vertical flat plate with power-law distribution of wall tem
perature. It may be noted that Kao, et al. [8] have not studied this type 
of wall temperature variation. The results have been compared with 
those of the difference-differential, series, integral, and local non-
similarity methods. Furthermore, the comparison has also been made 
with the results obtained by use of the asymptotic method developed 
by Kao and Elrod [7] and Kao, et al. [8]. 

Governing Equations. The equations governing the steady 
laminar boundary-layer free convection flow along a vertical nonu-
niformly heated flat plate can be expressed in the dimensionless form 
as [3, 8] 

/ " ' + [3 - 2/3(s)]//" - 2/'2 + g = 4R(f'fs' - f"fs) (1) 

P r - ' g " + [3fg' - 2/3(s)(fe' + 2gf')\ = 4R(f'gs - g%) (2) 

with boundary conditions 

f(s, o) = f'(s, o) = f'(s, co) = g(s, =») = 0, g(s, o) = 1 (3) 

Here, the surface temperature has been assumed to be of the form 

[3] 

G,„/G,„0 = s = 1 + txP (4) 

where 

G,„ = g0iL3(Tw - T„)/„2 (5a) 

i = C Gwdx = (s- 1)!/P(p + s)(l/eY'p(p + D - K ^ o (5b) 
Jo 

v = y[Gw
2/m}i/4, + •= Gwm/Gj)^m, „> (5c) 

g(S, r,) = (T- T„)/(TW - T„), R = s0(s) (5d) 

d = (dGJdx)Gu>-2 JX Glodx = p(p + s)(p - l ) - i ( s - l ) s - 2 

(5e) 

u = ULh = tpy.v = vL/t> = —if/x (5f) 

The local Nusselt number is given by [3] 

N u ^ G ^ ) 1 ' 4 = -[xGJ(m\u*g'(k, 0) 

= -(2)" 1 / 2[s(p + l){p + s)-l'*V.g'(s, o) (6) 

where 

Nu ? = hx/k, h = -k dT/dy)J(Tw - T„) (7a) 

GuS = g(3iX3(T,„ - Ta)/v\ x = x/L, y = y/L (7b) 

It may be remarked that equations (1) and (2) have been written after 
correcting some minor printing mistakes in the equations given in 
reference [3] and they are same as those in reference [8], 

R e s u l t s and D i s c u s s i o n 
Equations [1] and [2] under the boundary conditions of equation 

(3) have been solved numerically using an implicit finite-difference 
scheme. Since this method is treated in great detail in reference [9], 
for the sake of brevity, it is not repeated here. The velocity and tem-
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perature profiles are shown in Fig. 1. In accordance with the usual 
practice in free convection problems, the results in the form of the 
Nusselt number have been depicted in Fig. 2 which also contains the 
corresponding results of the integral solution [1], series solution [8] 
and local nonsimilarity (3-equation model) solution [4-6,10]. In ad
dition, Fig. 2 also contains the results obtained by use of the asymp
totic method developed by Kao and Elrod [7] and Kao, et al. [8]. It is 
evident from Fig. 2 that the Nusselt number Nuj increases with s and 
p . The results are found to be in good agreement with those of the 
series method, local nonsimilarity method, and asymptotic method 
of references [7-8]. We have also compared our results with those of 
the difference-differential method [11-12] and found that they agree 
at least up to 3-decimal place. Hence, it is not shown in Fig. 2. The 
finite-difference or difference-differential method gives accurate 
solution for larger values of s as compared to other approximate 
methods. It may be noted that the local nonsimilarity solution method 
gives more accurate results than the series method whereas the as
ymptotic method of references [7-8] is found to give slightly better 
results than the local nonsimilarity method for large distances from 
the leading edge of the flat plate. 

In order to compare our results with those of the integral method 
of reference [1], we introduce the ratio hlh„ given by [3] 

h/hs = [sV*Nus/GWIV4]/[0.508 |Pr2/(0.952 + P r ) ! 1 ^ ] (8) 

where hs is given by the integral method of reference [1], Ri is also 
known from reference [1], and Nuf/Gm j1 / 4 is given by equation (6). 
The ratio h/hs is shown in Fig. 2. As in reference [3], it is found that 
the integral solution overestimates the rates of heat transfer. 
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Conclusions 
The heat transfer increases along the flat plate. This conclusion is 

based upon limited study of the wall temperature distribution. The 
heat transfer may not increase along the plate if other wall tempera
ture distributions are considered. The finite-difference results are 
almost the same as those of the difference-differential method and 
they are also in good agreement with those of the local nonsimilarity 
method and the asymptotic method of Kao and Elrod. However, the 
local nonsimilarity method gives more accurate results than the series 
method and the asymptotic method is found to be more accurate than 
the local nonsimilarity method for large distances from the leading 
edge. The integral solution overestimates the rates of heat trans
fer. 
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A Local Nonsimilarity Analysis 
of Free Convection From a 
Horizontal Cylindrical Surface 

M. A. Wluniasser1 and J. C. Mulligan1 

Nomenclature 
Gr,,, = Grashof number, r3g/3(T„, - T„)/« 2 

Nu = Nusselt number, hr/k 
Tw = temperature of cylinder surface 
T„ = ambient temperature of the fluid 
x* = actual coordinate along surface of cylinder 
x = dimensionless angle from lower stagnation point, x*/r 
y* = actual coordinate normal to cylinder surface 
y = dimensionless normal coordinate, y*Gvw

l^/r 
<t>\(x),4>2(x) = azimuthal scaling functions, equation (1) 
i** = actual stream function 
4> = dimensionless stream function, \j/*/vGrw

 1 /4 

Introduction 
The laminar, steady-state, free-convective heat transfer from an 

isothermal horizontal cylinder has been treated analytically in the 
literature many times with varying degrees of success. Approximate 
similarity transformations [l],2 approximate series and integral 
procedures [2, 3, 4], and numerical finite difference methods [5] have 
all been employed in obtaining solutions of the thermal boundary-
layer equations in this particular nonsimilar application. Unfortu
nately, the numerical results of these studies are not entirely consis
tent. In this paper, an analysis of this problem using the method of 
local nonsimilarity [6, 7, 8] is presented in an effort to reconcile the 
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differences in these previous solutions, as well as to demonstrate the 
utility of the method in nonsimilar applications characterized by 
streamwise curvature. The technique of local nonsimilarity, in general, 
offers to nonsimilar convective heat transfer problems many of the 
advantages of similarity analysis while, at the same time, providing 
a direct and accurate alternative to the more laborious series methods. 
Also, in the present application, the technique facilitates a systematic 
elimination of the basic approximations of local similarity and coef
ficients invariance involved implicitly in Hermann's [1] classical ap
proximate similarity procedure, while avoiding altogether the alge
braic approximations necessarily utilized by Hermann in uniquely 
evaluating coordinate scaling functions. 

F o r m u l a t i o n 
The basic conservation equations for the free convection from a 

horizontal cylinder are first simplified by introducing the similarity 
type transformations 

V = y<t>i(x), * = <t>2(x)F{r,,x), e(v,x) = (T- T„)/(TW - T„) (1) 

where <f>i and 02 are unknown scaling functions. In terms of these 
variables, the transformed momentum and energy equations be
come 

d (—r 1 + cF ( — ; ) - {b + c) I — 1 
/d3F\ 

\dr,2/ 

+ 9 

W 
: d(H/<t>i) 

a2e de 
— + a ( P r ) F — = P r (W0i ) 
Or]'* Oi] 

jcxF d2F dFo2F) 

I dii oxon ox Or)2) 

d ^ d e _ dOdFl 

. d?; ox dt] OX J 

(2) 

(3) 

with F = oF/dii = 0 and 9 = 1 at ij = 0, and dF/dt, = 0 and 0 = 0 as r, 
—• •». The coefficient functions are defined by 

4>2'l<t>i = a, <l>22<tn<ln' = 6 • sin x 

4»i2<t>2<t'2' - c • sin x, 02013 = d • sin x 

(4) 

(5) 

where 4>\(x = 0) = constant and <f>2(x = 0) = 0. The latter conditions 
follow from the flow pattern which must exist at x = 0. 

It can be shown that of the functions a, b, c, and d, only one com
bination of two will yield a solution of equations (4) and (5) which is 
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Conclusions 
The heat transfer increases along the flat plate. This conclusion is 

based upon limited study of the wall temperature distribution. The 
heat transfer may not increase along the plate if other wall tempera
ture distributions are considered. The finite-difference results are 
almost the same as those of the difference-differential method and 
they are also in good agreement with those of the local nonsimilarity 
method and the asymptotic method of Kao and Elrod. However, the 
local nonsimilarity method gives more accurate results than the series 
method and the asymptotic method is found to be more accurate than 
the local nonsimilarity method for large distances from the leading 
edge. The integral solution overestimates the rates of heat trans
fer. 
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A Local Nonsimilarity Analysis 
of Free Convection From a 
Horizontal Cylindrical Surface 

M. A. Wluniasser1 and J. C. Mulligan1 

Nomenclature 
Gr,,, = Grashof number, r3g/3(T„, - T„)/« 2 

Nu = Nusselt number, hr/k 
Tw = temperature of cylinder surface 
T„ = ambient temperature of the fluid 
x* = actual coordinate along surface of cylinder 
x = dimensionless angle from lower stagnation point, x*/r 
y* = actual coordinate normal to cylinder surface 
y = dimensionless normal coordinate, y*Gvw

l^/r 
<t>\(x),4>2(x) = azimuthal scaling functions, equation (1) 
i** = actual stream function 
4> = dimensionless stream function, \j/*/vGrw

 1 /4 

Introduction 
The laminar, steady-state, free-convective heat transfer from an 

isothermal horizontal cylinder has been treated analytically in the 
literature many times with varying degrees of success. Approximate 
similarity transformations [l],2 approximate series and integral 
procedures [2, 3, 4], and numerical finite difference methods [5] have 
all been employed in obtaining solutions of the thermal boundary-
layer equations in this particular nonsimilar application. Unfortu
nately, the numerical results of these studies are not entirely consis
tent. In this paper, an analysis of this problem using the method of 
local nonsimilarity [6, 7, 8] is presented in an effort to reconcile the 

1 Mechanical and Aerospace Engineering Department, North Carolina State 
University, Raleigh, N. C. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
June 13,1977. 

differences in these previous solutions, as well as to demonstrate the 
utility of the method in nonsimilar applications characterized by 
streamwise curvature. The technique of local nonsimilarity, in general, 
offers to nonsimilar convective heat transfer problems many of the 
advantages of similarity analysis while, at the same time, providing 
a direct and accurate alternative to the more laborious series methods. 
Also, in the present application, the technique facilitates a systematic 
elimination of the basic approximations of local similarity and coef
ficients invariance involved implicitly in Hermann's [1] classical ap
proximate similarity procedure, while avoiding altogether the alge
braic approximations necessarily utilized by Hermann in uniquely 
evaluating coordinate scaling functions. 

F o r m u l a t i o n 
The basic conservation equations for the free convection from a 

horizontal cylinder are first simplified by introducing the similarity 
type transformations 

V = y<t>i(x), * = <t>2(x)F{r,,x), e(v,x) = (T- T„)/(TW - T„) (1) 

where <f>i and 02 are unknown scaling functions. In terms of these 
variables, the transformed momentum and energy equations be
come 

d (—r 1 + cF ( — ; ) - {b + c) I — 1 
/d3F\ 

\dr,2/ 

+ 9 

W 
: d(H/<t>i) 

a2e de 
— + a ( P r ) F — = P r (W0i ) 
Or]'* Oi] 

jcxF d2F dFo2F) 

I dii oxon ox Or)2) 

d ^ d e _ dOdFl 

. d?; ox dt] OX J 

(2) 

(3) 

with F = oF/dii = 0 and 9 = 1 at ij = 0, and dF/dt, = 0 and 0 = 0 as r, 
—• •». The coefficient functions are defined by 

4>2'l<t>i = a, <l>22<tn<ln' = 6 • sin x 

4»i2<t>2<t'2' - c • sin x, 02013 = d • sin x 

(4) 

(5) 

where 4>\(x = 0) = constant and <f>2(x = 0) = 0. The latter conditions 
follow from the flow pattern which must exist at x = 0. 

It can be shown that of the functions a, b, c, and d, only one com
bination of two will yield a solution of equations (4) and (5) which is 
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consistent with the above boundary conditions on <f>\ and <fe- In terms 
of a and c/a, the result is 

l~4 r*x ~l™i/4 
4>i= (c/a)1'* (sin x)1 / a - a {c/a)1'3 J ( s i n ^ d H (6) 

[4 rx 13/4 

- a (c/a)1/3 J (s inf) i /3dH , d = c/a (7) 

fa(x) = - ( c / a ) a (sinx)"4 /3 

X c o s i I (sin ^ ) 1 / 3 d ^ - - a ( c / a ) (8) 
J o 3 

To be consistent with the analysis of Hermann, the arbitrary functions 
a and (c/a) are chosen as 3 and 1, respectively. Thus, equations (6-8) 
determine a consistent set of values for <t>i(x), <j>i(x), and b(x). The 
overall solution then follows from equations (2) and (3). 

In Hermann's classical approximate similarity procedure, the 
right-hand sides of equations (2) and (3) are neglected at the outset 
and b(x) assumed to be —1 for all x. The functions <pi and 02 are then 
determined approximately. From equation (8) it can be shown that 
b(x) is actually - 1 only at x = ir/2, and that a rapid and substantial 
decrease occurs beyond x = ir/2. Interestingly, even though b(x) varies 
considerably, the values of the scaling functions 4>l and <j>2, computed 
from equations (6) and (7), actually deviate only slightly from Her
mann's algebraically approximate evaluation. 

Local Similarity and Local Nonsimilarity Analysis 
Local similarity is not new in boundary layer theory and, in essence, 

involves suppressing streamwise derivatives such as bF/bx, 
d2F/dxi>T], and dQ/dx, which occur in the right hand terms of equa
tions (2) and (3). Such an analysis of the present problem thus involves 
the equations 

F'" + 3 FF" - [b(x) + 3] (F')2 + 9 = 0 (9) 

0" + 3 (Pr) FQ' = 0 (10) 

where the primes denote differentiation with respect to TJ and b(x) 
is determined from equation (8). If b(x) is chosen as —1 for all x, the 
equations become the same as Hermann's, thus illustrating the two 
distinctly separate and partially compensating approximations in
volved in Hermann's procedure. 

When the correct b(x) function is employed along with local simi
larity, a high degree of error can be expected at large streamwise 
locations because of the deletions in the governing equations. To avoid 
this, the deletions are systematically transferred to coupled higher 
order equations by changes of variable. The procedure is, inherently, 
one of successive approximation and is known as the method of local 
nonsimilarity. In the present problem the technique avoids the b(x) 
approximation as well as the local similarity approximation. First, 
the new functions E(= dF/bx) and H(= dQ/dx) are defined and sub
stituted into the right hand sides of equations (2) and (3), yielding two 
equations involving the four unknowns F, 9, E, and H. A second set 
of two equations, of higher level, are then obtained by differentiating 
with respect to x and subsequently deleting the terms (4><il<l>i)b(F'E' 
- F"E)/dx and (Pr)(02/<h)d(F'H - Q'E)/dx. Thus, the complete 
system of equations for the local nonsimilarity, second level approx
imation become 

F'" + 3FF" - (b(x) + 3)(F')2 + 9 = (fa/faWE' - F"E) (11) 

9" + 3(Pr) F& = PrtfofoiKF'H - Q'E) (12) 

E'" + 3FE" - (b(x) + 9)F'E' 

- (b(x) - 6) F"E - (F')2b'{x) +H=0 (13) 

H" + 3 Pr FH' + Pr(6(x) - 3) F'H - Pr(h(x) - 6) Q'E = 0 (14) 

with the boundary conditions F~F' = E = E' = H=0 and 9 = 1 
when j ; = 0, and F' = E' = G = H - 0 as ij -* °°. 

A third level analysis involving a total of six equations could be 
developed in the same manner, thus displacing the approximation 

even further from the fundamental energy and momentum equations. 
This added computation, however, was not found to be necessary j n 

the present application. 
The numerical evaluation of <h(x), <ta(x)> and b(x) from equations 

(6, 7), and (8) is straightforward. An implicit finite difference nu
merical method [9] known as "accelerated successive replacement" 
which has been found to be particularly suited for the solution of some 
types of ordinary differential equations, was used in solving the 
equations comprising both the first level (local similarity) as well as 
the second level (local nonsimilarity) systems. Hermann's results 
provided a convenient starting point for the implicit computation. 

Results and Discussion 
Numerical results were obtained for Prandtl numbers of 0.72,0.733 

1.0, 5.0, and 10.0. The ratio of the local Nussett number Nux and 
Gr^1 '4, Nu^Gr,,,1 '4 = - 0j(x) Q'(x,v = 0), are plotted in Fig. 1 for a 

Prandtl number of 1.0 and various locations x, along with local values 
obtained by other investigators using other methods. The first level 
results agree very well with Merkin's finite difference data on the 
lower side of the cylinder and up to x = 120 deg, where the variation 
is not more than 1.87 percent. But, as expected, the computations 
begin to deviate appreciably at x > 120 deg, with the error reaching 
30 percent at 150 deg. 

It can be seen that the difference between the first and the second 
level computations are negligible on the forward side of the cylinder. 
The second level solution corrected the rear-side deviation from 
Merkin's data to less than one percent at 150 deg. The deviation be
tween the second level and Hermann's result, however, is as high as 
nine percent at the larger angles (x - 150 deg), and as low as 0.04 
percent at x = 90 deg. Hermann's result is clearly most accurate in 
the neighborhood of x = 9 0 deg. 

The difference between the second level and the Gortler series so
lution is as high as nine percent at x = 150 deg although negligible on 
the forward side. It can also be seen that the second level solution is 
closer to the finite-difference solution than any of the other approx
imate results presented in Fig. 1, whereas Hermann's results are low 
by as much as eight percent. Surprisingly, the Blasius series solution 
appears to be the most accurate of the previously available solu
tions. 

Table 1 shows the results of computations of Nux/Gr„,1/4 for various 
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Fig. 1 Peripheral variation of the local convective heat transfer from a hor
izontal cylinder for Pr = 1.0 
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Table 1 The ratio of the local Nusselt number and Grashof number, Nu„/ 
Grw

1/4, for various azimuthal angles x and Prandtl numbers. 

^ P r ^ 

0 

30 

60 

90 

1Z0 

150 

Arithmetic 

Jodlbauer [ 4 ] ' 

Churchi l l 
and Chu [ l l ] 

(torgan [50] 

Heraann [ I ] * 

0.72 

F i r s t 

0,3743 

0.3697 

0.3565 

0.3347 

0.3062 

0.3424 

0.3473 

Second 
Level 

0.3745 

0.3700 

0.3567 

0.3344 

0.3020 

0.Z59B 

0.3329 

0.3330 

0.3040 

0.371B 

0.3106 

0.733 

F i rs t 

0.376B 

0.3722 

0.3588 

0.3368 

0.3081 

0.3442 

0.3500 

Second 
Level 

0.3770 

0.3724 

0.3590 

0.3365 

0.3039 

0.2611 

0.3350 

0.3354 

0.3060 

0.3734 

0.3128 

1.0 

F i rs t 

0.4216 

0.4164 

0.4013 

0.3762 

0.3427 

0.3704 

0.3881 

Second 
Level 

0.4214 

0.4162 

0.4010 

0.3753 

0.3379 

0.2853 

0.3729 

0.3739 

0.3397 

0.4036 

0.3534 

5.0 

F i rs t 
Level 

0.7169 

0.7075 

0.6798 

0.6330 

0.5665 

0.5276 

0.6385 

Second 
Level 

0.7142 

0.7051 

0.6790 

0.6325 

0.5617 

0.4485 

0.6235 

0.6512 

0.5813 

0.5035 

0.6073 

10.0 

F i r s t 

0.8321 

0.8703 

0.8356 

0.7765 

0,6912 

0.6163 

0.7737 

Second 
Level 

0.8822 

0.8599 

0,8350 

0.7753 

0.6377 

0.5435 

0.7656 

0.7435 

0.7150 

0.7173 

0.740! 

'Data corrected for Prandtl nunber using in terpolat ion formula of Merk and Prins [ 2 ] , 

values of the Prandtl number and at various locations x. Also, the 
arithmatic mean, (Num/Gru,1'4), is compared with the mean value 
computed from the empirical correlations of Morgan [10], Churchill 
and Chu [11], and the corrected data of Jodlbauer [4]. Interestingly, 
the present results for the arithmetic mean computed from the second 
level are as much as nine percent higher than those of Churchill and 
Chu, deviate by as much as ten percent from Morgan's, yet are only 
four percent from Jodlbauer's corrected data. Thus, in the interme
diate Prandtl number range of interest here, it appears the empirical 
data of Jodlbauer, corrected using the Prandtl number interpolation 
formula of Merk and Prins [2], is the most accurate. Hermann's an
alytical result for the mean value of the ratio Nu/Gru,1''4, corrected 
for Prandtl number, deviates from the second level by as much as 6.6 
percent. 

Conclusions 
The method of local nonsimilarity was found to be a simple, direct, 

and accurate procedure in reducing the partial differentia! equations 
of streamwise nonsimilar free convection to a format of ordinary 
differential equations. When coupled with a computer routine for 
solving ordinary differential equations, such as the method of accel
erated successive replacement, accurate and inexpensive boundary-
layer computations are readily carried out. Moreover, the technique 
preserves many of the advantages inherent in similarity analysis. In 
the present formulation, for example, the functions <j>\, 4>i, and b(x) 
are only geometry dependent and, after the geometry is specified, 
cases of various boundary conditions with various conditions of dis
sipation or radiation can be considered with little modification. Local 
computations are readily carried out without the need for streamwise 
numerical iteration (discretization). 

For the case of the isothermal horizontal cylinder, it was found that 
only two levels of computation produced results significantly more 
accurate than either series or integral procedures and within one 
percent of those obtained by finite difference computation, thus 
corroborating for the first time the correctness of these data. In ad
dition, it was shown that the commonly held notion that Hermann's 
classical solution is accurate everywhere except at the upper and lower 
stagnation points is not entirely correct. It is, essentially, a solution 
which is accurate only in the immediate neighborhood of x = 9 0 
deg. 
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Transient Temperature Profile 
of a Hot Wall Due to an 
Impinging Liquid Droplet 
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H. Kawamura2 
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An experiment was made to investigate the heat transfer to a liquid 
drop impinging on a hot surface. The transient temperature of the 
heater surface was measured by a thin-film thermometer. The sur
face temperature fell to a contact temperature immediately after 
contact with the drop. The contact temperature increased with in
creasing initial surface temperature TQ. In the case of the water drop, 
however, it was approximately constant for 200°C 5 T o S 300"C; 
and it increased again for To 2; 300°C. The surface temperature at 
the turning point, i.e., To ~ 300°C, roughly coincided with the 
Leidenfrost point. 

Introduction 
Knowledge of heat transfer from a hot wall to an impinging liquid 

droplet is required for analysis of spray cooling, quenching, cool down 
of a cryogenic pump, etc. 

When a drop falls on a solid surface at a temperature higher than 
the Leidenfrost point, a vapor layer forms beneath the drop imme
diately. The drop is then said to be in the spherodial state. Many 
studies ([l],4 for example) have been made of the heat transfer to a 
drop in the spherodial state, but only a few studies [2, 3] have been 
made of the formation process of the vapor layer. The purpose of the 
present study is to measure the rapid change of the temperature of 
the hot surface during the formation of the vapor layer below a liquid 
drop. 
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Table 1 The ratio of the local Nusselt number and Grashof number, Nu„/ 
Grw

1/4, for various azimuthal angles x and Prandtl numbers. 
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Level 
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1.0 

F i rs t 

0.4216 

0.4164 

0.4013 

0.3762 

0.3427 

0.3704 

0.3881 

Second 
Level 

0.4214 

0.4162 

0.4010 

0.3753 

0.3379 

0.2853 

0.3729 

0.3739 

0.3397 

0.4036 

0.3534 

5.0 

F i rs t 
Level 

0.7169 

0.7075 

0.6798 

0.6330 

0.5665 

0.5276 

0.6385 

Second 
Level 

0.7142 

0.7051 

0.6790 

0.6325 

0.5617 

0.4485 

0.6235 

0.6512 

0.5813 

0.5035 

0.6073 

10.0 

F i r s t 

0.8321 

0.8703 

0.8356 

0.7765 

0,6912 

0.6163 

0.7737 

Second 
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'Data corrected for Prandtl nunber using in terpolat ion formula of Merk and Prins [ 2 ] , 

values of the Prandtl number and at various locations x. Also, the 
arithmatic mean, (Num/Gru,1'4), is compared with the mean value 
computed from the empirical correlations of Morgan [10], Churchill 
and Chu [11], and the corrected data of Jodlbauer [4]. Interestingly, 
the present results for the arithmetic mean computed from the second 
level are as much as nine percent higher than those of Churchill and 
Chu, deviate by as much as ten percent from Morgan's, yet are only 
four percent from Jodlbauer's corrected data. Thus, in the interme
diate Prandtl number range of interest here, it appears the empirical 
data of Jodlbauer, corrected using the Prandtl number interpolation 
formula of Merk and Prins [2], is the most accurate. Hermann's an
alytical result for the mean value of the ratio Nu/Gru,1''4, corrected 
for Prandtl number, deviates from the second level by as much as 6.6 
percent. 

Conclusions 
The method of local nonsimilarity was found to be a simple, direct, 

and accurate procedure in reducing the partial differentia! equations 
of streamwise nonsimilar free convection to a format of ordinary 
differential equations. When coupled with a computer routine for 
solving ordinary differential equations, such as the method of accel
erated successive replacement, accurate and inexpensive boundary-
layer computations are readily carried out. Moreover, the technique 
preserves many of the advantages inherent in similarity analysis. In 
the present formulation, for example, the functions <j>\, 4>i, and b(x) 
are only geometry dependent and, after the geometry is specified, 
cases of various boundary conditions with various conditions of dis
sipation or radiation can be considered with little modification. Local 
computations are readily carried out without the need for streamwise 
numerical iteration (discretization). 

For the case of the isothermal horizontal cylinder, it was found that 
only two levels of computation produced results significantly more 
accurate than either series or integral procedures and within one 
percent of those obtained by finite difference computation, thus 
corroborating for the first time the correctness of these data. In ad
dition, it was shown that the commonly held notion that Hermann's 
classical solution is accurate everywhere except at the upper and lower 
stagnation points is not entirely correct. It is, essentially, a solution 
which is accurate only in the immediate neighborhood of x = 9 0 
deg. 
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Transient Temperature Profile 
of a Hot Wall Due to an 
Impinging Liquid Droplet 

M. Seki1 

H. Kawamura2 

K. Sanokawa3 

An experiment was made to investigate the heat transfer to a liquid 
drop impinging on a hot surface. The transient temperature of the 
heater surface was measured by a thin-film thermometer. The sur
face temperature fell to a contact temperature immediately after 
contact with the drop. The contact temperature increased with in
creasing initial surface temperature TQ. In the case of the water drop, 
however, it was approximately constant for 200°C 5 T o S 300"C; 
and it increased again for To 2; 300°C. The surface temperature at 
the turning point, i.e., To ~ 300°C, roughly coincided with the 
Leidenfrost point. 

Introduction 
Knowledge of heat transfer from a hot wall to an impinging liquid 

droplet is required for analysis of spray cooling, quenching, cool down 
of a cryogenic pump, etc. 

When a drop falls on a solid surface at a temperature higher than 
the Leidenfrost point, a vapor layer forms beneath the drop imme
diately. The drop is then said to be in the spherodial state. Many 
studies ([l],4 for example) have been made of the heat transfer to a 
drop in the spherodial state, but only a few studies [2, 3] have been 
made of the formation process of the vapor layer. The purpose of the 
present study is to measure the rapid change of the temperature of 
the hot surface during the formation of the vapor layer below a liquid 
drop. 
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E x p e r i m e n t 
The hot surface was an upper surface of the stainless steel cylinder 

32 mm in diameter (see Fig. 1). It was finished with number 1000 
emery papers. Heat was supplied by a sheathed heater wound around 
the cylinder. A liquid drop of distilled water or ethanol was dropped 
from a needle held 20 mm over the surface. The weight of a drop was 
10.8 mg for water and 3.75 mg for ethanol. The initial temperature 
of a drop was nearly 20° C. A thin-film thermometer was employed 
to measure the rapid change of the surface temperature. A shape of 
the evaporated film is shown in Fig. 1. Silicon monoxide (SiO) was 
evaporated on the hot surface as an electric insulator; then nickel was 
deposited on it. SiO was evaporated again over the nickel film to 
protect it from oxidation at high temperatures. The thickness of the 
SiO layer was on the order of 0.1 Mm arid that of the nickel was about 
0.5 iim. The drop made contact within a very small area; so the nickel 
film was designed to measure the local temperature just beneath the 
drop. Potential terminals C and D were fitted in addition to current 
terminals A and B. A constant current was supplied from A to B. 
Resistance change was detected by the change of the potential dif
ference between C and D. Then, the surface temperature in the area 
bounded by.C and D (0.9 mm X 1.2 mm) could be measured. 

Results and Discussion 
Typical temperature traces are shown in Fig. 2. Immediately after 

the contact with a liquid drop, the hot surface temperature suddenly 
dropped to the "contact" temperature (Tc). The sudden drop was 
followed by an oscillatory variation. These oscillatory changes prob
ably indicate nucleate boiling. Liquid-solid contact was studied by 
Bradfield [4] and other investigators. It was found that the contact 
was nearly periodic for a bouncing droplet. However, the period of the 
present temperature oscillation was random and much shorter than 
that of the bouncing. Therefore, the oscillation is attributable to the 
boiling. 

The boiling became more vigorous as the surface temperature in
creased. When the initial surface superheat ATo reached about 170 
K, the water drop obtained the spheroidal state. For 170 K < T0 < 
200 K, however, some oscillation is still in evidence suggesting that 
the drop then wets the surface intermittently. For To £ 200 K, the 
temperature drop suddenly and recovers smoothly; no oscillation can 
be observed in the traces (see Fig. 2-a-4). In this case, the minimum 
surface temperature was reached within ten ms. For an ethanol drop, 
the amplitude of temperature oscillation was smaller and the fre
quency higher than for the water drop. 

The behavior of the liquid drop changed with the initial surface 
temperature. When To was low, the drop was quiescent and the for
mation of a large single bubble was repeated (Fig. 2-a-l). The boiling 
became vigorous as the increase of the surface temperature and ex
plosive vapor generation sometimes scattered the drop (Figs. 2-a-2 

needle-

(Ni) 
resistance — 
thermometer 

r 
insulator ' 

( S i O ) 

-T 
protector 

/ 
SiO) 

1.0 J 

- 3 2 * 

CA sheathed 
thermocouple 

and 2-b-2). The bouncing occurred at a relatively high temperature 
near the Leidenfrost point (Fig. 2-a-3). When the temperature ex
ceeded the Leidenfrost point, the drop obtained the spheroidal state 
and moved about. 

Total vaporization time for To S 200°C was measured with a 
stopwatch using a slightly concave heating surface. The effect of the 
SiO film on the vaporization time was tested, and the results are 
shown in Fig. 3. The vaporization time obtained here agrees well with 
Baumeister's correlation [lj. The data indicate that the Leidenfrost 
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temperature in this study is about 300°C and that the SiO film has 
' only a small effect on the vaporization time. 

The contact temperature is plotted against the initial surface su
perheat in Fig. 4. The contact temperature can be expressed in "su
perheat", ATc = Tc ~ Tsap This will be called "contact superheat" 
hereafter. Let us assume that two solids, initially at different tem-

> peratures Ti and T2, are suddenly brought into contact. Then the 
' temperature at the contact surface is given by Tc* = (Tj/3i + 
f T2@2)l(0\ + P2) [5]. Here, fiisVpck , and p,c, and k represent density, 
; specific heat, and thermal conductivity, respectively. The contact 

superheat ATc* = (Tc* ~ T'sat) is shown by the broken lines for water 
and ethanol in Fig. 4. 

Water Drop. For AT0 5 70 K, the con-tact superheat ATc in-
> creases with the increasing initial surface superheat. It is in fair 
1 agreement with the theoretical ATc*. So, the boiling does not occur 
' at the moment of the initial contact. For 100 K < AT0 < 200 K, ATC 

is approximately constant (about 50 K) and is far below ATc*. The 
nucleate boiling starts during the initial decrease of the surface 
temperature. When AT0 £ 200 K, ATc increases again with the in-

j creasing initial superheat. In this case, the vapor layer forms at Tc 
i (Fig. 2-a-4); film boiling occurs; and the drop obtains the stable 
' spheroidal state. The initial surface temperature when this just occurs, 

roughly coincides with the Leidenfrost point. 
Ethanol Drop. The experimental contact superheat ATc agrees 

roughly with the theoretical ATc* for all the surface superheat tested. 
i The contact superheat increases linearly with increasing 7'n; no range 
1 of To is observed where ATc is held constant. Nucleate boiling ap

parently did not occur immediately on contact in the present exper-
i imental range; there was always some delay. There was, however, no 
' observable delay in the case of water. The difference is similar to the 
1 one found in the study of transient boiling [6]. The reason for the 

difference is not known for the transient boiling either. 

Conc lus ions 
The thin-film thermometer was manufactured to measure the 

transient temperature variation of the hot surface when the liquid 
drop impacted it. 

For the water drop, the contact temperature was approximately 
constant for 100 K < AT0 S 200 K; for AT0 & 200 K, it increased 
again. The turning point, that is AT0 ~ 200 K, roughly coincided with 
the Leidenfrost temperature. 

For the ethanol drop, the contact temperature increased linearly 
with the increasing To. 
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Combined Conduction-
Radiation Heat Transfer 
Through an Irradiated Semi-
transparent Plate 

R. Viskanta1 and E. D. Hirleman1 

N o m e n c l a t u r e 
Bi = Biot number, ht/k 
F = radiative flux 
F = incident flux 
h = effective (convective + radiative) heat transfer coefficients 
k = thermal conductivity 
n = index of refraction 
q = total (conductive plus radiative) heat flux 
q* = dimensionless heat flux, q/[k(Ta2 — T„i)/t] 
T = temperature 
t = plate thickness 
T = dimensionless parameter, {n°Fb

0 + Fd°)/[k(Ta2 - Tal)/t] 
8 = dimensionless temperature, (T — Tai)/(T<,2 - Ta\) 
K = absorption coefficient 
\i = cosfl, where d is the refracted angle in the material 
£ = dimensionless distance, x/t 
p = reflectivity of an interface 
T = transmissivity of an interface 
T0 = optical thickness of the medium, at 
$ = dimensionless radiative flux, F/(n°F),0 + Fd°) 

Subscripts 

a = refers to ambient conditions 
b = refers to the beam (collimated) component 
d = refers to the diffuse component 
X = refers to the wavelength 
1 = refers to side 1 
2 = refers to side 2 

Superscr ip t 
0 = refers to the medium of incidence (air) 

I n t r o d u c t i o n 
There are a large number of physical and technological systems 

which use semi-transparent solids such as glass, plastics, and others 
as thermal/structural elements. Examples of such systems include 
architectural windows [l],2 cover plates for flat-plate solar collectors 
[2], windows for metallurgical and other furnaces [3], cover tubes for 
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temperature in this study is about 300°C and that the SiO film has 
' only a small effect on the vaporization time. 

The contact temperature is plotted against the initial surface su
perheat in Fig. 4. The contact temperature can be expressed in "su
perheat", ATc = Tc ~ Tsap This will be called "contact superheat" 
hereafter. Let us assume that two solids, initially at different tem-

> peratures Ti and T2, are suddenly brought into contact. Then the 
' temperature at the contact surface is given by Tc* = (Tj/3i + 
f T2@2)l(0\ + P2) [5]. Here, fiisVpck , and p,c, and k represent density, 
; specific heat, and thermal conductivity, respectively. The contact 

superheat ATc* = (Tc* ~ T'sat) is shown by the broken lines for water 
and ethanol in Fig. 4. 

Water Drop. For AT0 5 70 K, the con-tact superheat ATc in-
> creases with the increasing initial surface superheat. It is in fair 
1 agreement with the theoretical ATc*. So, the boiling does not occur 
' at the moment of the initial contact. For 100 K < AT0 < 200 K, ATC 

is approximately constant (about 50 K) and is far below ATc*. The 
nucleate boiling starts during the initial decrease of the surface 
temperature. When AT0 £ 200 K, ATc increases again with the in-

j creasing initial superheat. In this case, the vapor layer forms at Tc 
i (Fig. 2-a-4); film boiling occurs; and the drop obtains the stable 
' spheroidal state. The initial surface temperature when this just occurs, 

roughly coincides with the Leidenfrost point. 
Ethanol Drop. The experimental contact superheat ATc agrees 

roughly with the theoretical ATc* for all the surface superheat tested. 
i The contact superheat increases linearly with increasing 7'n; no range 
1 of To is observed where ATc is held constant. Nucleate boiling ap

parently did not occur immediately on contact in the present exper-
i imental range; there was always some delay. There was, however, no 
' observable delay in the case of water. The difference is similar to the 
1 one found in the study of transient boiling [6]. The reason for the 

difference is not known for the transient boiling either. 

Conc lus ions 
The thin-film thermometer was manufactured to measure the 

transient temperature variation of the hot surface when the liquid 
drop impacted it. 

For the water drop, the contact temperature was approximately 
constant for 100 K < AT0 S 200 K; for AT0 & 200 K, it increased 
again. The turning point, that is AT0 ~ 200 K, roughly coincided with 
the Leidenfrost temperature. 

For the ethanol drop, the contact temperature increased linearly 
with the increasing To. 
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parabolic solar concentrators [4], and many others. In these systems, 
the semi-transparent materials are irradiated from some thermal 
radiation source at high temperature and heat transfer though the 
material occurs by combined conduction and radiation. The problem 
is of current practical interest as heat transfer through semitrans-
parent materials is relevant to solar energy utilization systems [2]. 
Heat transfer through semitransparent materials at low temperature 
on which there is incident thermal radiation is predicted by ignoring 
the interaction of conduction with radiation [2-4]. This is accom
plished by assuming that conduction predominates over radiation, 
and in a plane layer of material with a constant thermal conductivity, 
for example, the temperature profile is linear. This is an oversimpli
fication of a physical situation and may result in errors when pre
dicting the heat transfer rate. An extensive review of heat transfer 
through radiating and nonradiating semi-transparent solids is 
available [5]. 

The purpose of this note is to present an analytical solution for the 
steady-state temperature distribution in a plate of semi-transparent 
solid which is irradiated on one side by beam (collimated) and diffuse 
fluxes. The validity of neglecting the interaction of conduction with 
radiation in the solid is examined by comparing the heat transfer rates 
predicted with those based on an approximate approach. 

A n a l y s i s 
Physical Model and Assumptions. Consider steady-state heat 

transfer by combined conduction and radiation through a plane layer 
of semi-transparent material such as glass which is irradiated uni
formly on one side from some external source. The physical thickness 
of the layer t is much greater than the wavelength of radiation A so 
that wave interference effects can be neglected. The interfaces are 
assumed to be optically smooth and parallel to each other. Thus, the 
radiation reflection and transmission characteristics are predicted 
from Fresnel's equations. The material is assumed to be isotropic and 
homogeneous with negligible scattering compared to absorption. The 
temperature of the medium is sufficiently low so that internal emis
sion can be neglected in comparison to the absorption of external 
radiation. For the sake of convenience and ease of analysis, the ra
diation field incident on the layer is resolved into a beam (collimated) 
(Ff,°) and a diffuse ( iv°) component. 

The steady-state conservation equation for the problem is 

• ( - » £ • ' ) - o 

dT 
q(x) = —k 1- F(x) = constant 

dx 

where the local radiative flux F(x)3 is given by [5] 

F(x) = f ° \Tlx(n
a)n°Fbx

0e-^^{\ - P 2 X(M)e-2 <™-«^ ) /"]/ 
Jo 

(1) 

(2) 

where 

0(roX,p.) + 2Fdx°[T3Uxx) - R 3 (2T O X - KXx)])dX (3) 

T3(x)= Cl nWe-'HuT-tdn'/lXTo^) (4) 
Jo 

n3(x) = J ' T1(M')P2(M)e-l/"(M/)"-2dMV/3(T0X,M) (5) 

and 

0(TOX,M) = [1 - pi(ii)p2(n)exp{-2T0\/\n\)] (6) 

The factor fi accounts for multiple interreflections between the two 
interfaces. Setting this factor to unity is not always justifiable. This 

is expected to be particularly true for oblique angles of incidence (n 
-* 0) when both p%(p) and P2(M) approach unity and when the optical 
path, T0X/|M|, is small such that exp(—2T0 \)/ | /I |) « 1. 
Solution. If dimensionless variables are introduced, the energy 
equation (2) becomes 

d6 
+ r$(£) = q* (6) 

Assuming that the total (convective plus radiative) heat transfer from 
the plate to a fluid at ambient temperature Ta can be expressed by 
Newton's cooling law, energy balances at the two interfaces yield the 
boundary conditions 

dO 
— + Bii = 0 at f ' 0 

and 

d6 

' d f 
+ Bi2(G - 1) = 0 at $ = 1 (7) 

The solution of equation (6) with the imposed boundary conditions 
is 

9 = (1 - Bii£)(l/Bii)/D + r j[(l - £) - l /BiaKl/BhWO) 

+ (1 - BiiJ)(l/BiiBi2)*(l) + D f $(v)dv 
Jo 

-(I- BhSXl/Bh) J ^ *(7,)di?}/£) (8) 

where 

D = [(1/Bii) + (1/Bi2) - I ] " 1 (9) 

Equation (8) shows that, as expected, in the absence of interaction 
between conduction and radiation ( r = 0) the temperature profile is 
determined by pure conduction. The integration of <J>(£) over £ (i.e., 
dummy integration variable i?) indicated that equation (8) can be 
carried out analytically, and there results 

f **<")di = ( * n o ) f" \nx(n°h°Fbx° (-?-) 
J o V Ff,° + Fd°I Jo { \ T o X / 

[1 - e-<r»^»f + p2X(n)e-2T°>-'»[l - e<™/*>f)]//3(ToX,/*) 

+ 2{Fdx°lT0X)\T4(0) - f4(T„xf) + R4(2roX) 

- R 4 (2T O X - TOX£)] dX (10) 

where 

and 

T 4 (x) • J T1(M')M'Me-l/,'dM7)3(T0,M) 

RtW = f n(n')P2(n)n'ne~x,)'dfi'/(3(T0,n) 

(ID 

(12) 

3 The error in equations (55) and (58) of reference [5] has been corrected. 

The sum of the conductive and radiative fluxes at the surface 1, i, 
= 0, is obtained from equations (6) and (8), 

gi* = [ - ^ + * ( ? ) l = 1/23 + r [*(0)/Bii 
L d£ Jf=o L 

+ * ( 1 ) / B i 2 - C1 Hv)dv)/D (13) 
Jo 

Because of the rather complex form of equation (13), it is difficult to 
draw general conclusions regarding the effect of internal absorption 
of radiation on the total heat transfer rate. The various special cases 
follow immediately from the general solution presented and will he 
examined next. 
Special Cases. For the special case of negligible convective resis
tance at the two faces of the plate (1/Bit = 1/Bi2 = 0) the temperature 
distribution, equation (8), reduces to 
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e = Z + r 
Jo Jo J 

(14) 

The temperature gradient at the surface (£ = 0) is obtained from 
equations (14) and (10) resulting in 

dJ-\ - 1 + 
d£ lo rf°) Jo (p°Fb°+Fd°) 

n A ° ) p ° f | , x 0 1 - p 2 x ( M ) e - 2 W " 

- (^j (1 - e-W».)(i - p 2 x 0 i ) e - W e ) U(ToX,n) 

+ 2Fdh°[Ta(0) - R3(2roJ)] - 2Fdk°[T4(0) - f 4 ( r 0 J 

+ R4(2roX) - R4(T„X)]/T„X} dX (15) 

Examination of this equation reveals that radiation always increases 
the temperature gradient and hence the conductive flux at the surface 
£ = 0. The total heat flux at the surface follows from equation (13) 
yielding 

<?r - i + r J $(y)dri 
o 

(16) 

Since the integral in this equation is always positive, the result indi
cates that internal absorption of radiation always decreases the heat 
transfer rate at the irradiated surface when T2 - T\ > 0 and increases 
the rate when T2 - Ti < 0. 

For a gray medium, KX = « = constant, the wavelength independent 
radiation surface characteristics, and the integration over wavelength 
indicated in equations (12) and (16) are eliminated. 

For example, when only a beam component of the radiative flux 
(Fd° = 0) is incident on the plate, the medium is gray with wavelength 
independent transmission and reflection characteristics of the in
terfaces and there is negligible convective resistance at the surfaces 
(1/Bii = 1/Bi2 = 0), the temperature distribution becomes 

6 = £ + TTI(P°)(P/T0)\(1 - e-('»/">*) + p2(p.)e-2r°/«(l - e(V»){) 

/A°"I.O 

- £[(l - e-"'») + p a M e - ^ U - e^")}]/0(To,n) (17) 

and the dimensionless surface heat flux at £ = 0 simplifies to 

9 l * = - l - T\[T1(^)/0{To,n)][y(T„,n) - <MT„,M)]I (18) 

where 

7 ( T „ , M ) = 1 - p 2 ( M ) e - 2 ^ " 

and 

- ( - ) (1 - e-»/") [ l - P2(n)e-^"} (19) 

<Mw«) = [1 - P2Me-ir°l") (20) 

E x a m p l e 
Sample results are presented in Fig. 1 and Table 1 for a semi-

transparent material having a wavelength independent absorption 
coefficient and negligible convective resistances at the surfaces such 
that Ttt\ = T\ and T a 2 = T2. In the analysis the surfaces were assumed 
to be optically smooth and the radiation characteristics were calcu
lated from the Fresnel [6] equations. The angle of incident 9° outside 
the medium was related to the angle of refraction inside the medium 
by Snell's law, n° sin0° = n sinf). The results of Fig. 1 show that TI>//? 
increases with the optical thickness T„ = Ht and approaches an as
ymptotic value as T0 becomes large. The results of this figure together 
with equation (18) indicate that absorption of radiation in the material 
increases the conductive heat flux at the surface. Since the parameter 
T can become greater than unity when either (p°Fb° + Fd°) is large 
and/or k(T2 — Ti)/t is small, one can envision may physical situations 
where presence of radiation would increase significantly the con
ductive flux. As a practical example, consider a plate of glass (k = 0.75 
W/mK) having thickness t = 0.3 cm and a temperature difference T2 

— T\ - 1 K across it which is irradiated with a total flux \i°F]y° + Fd° 
= 500 W/m2. The interaction parameter F has a value of 2. 

The parameter TI0//3 represents the dimensionless radiative flux 
inside the medium at £ = 0. Since the reflectivity, p2(p), is relatively 
small, the dependence of n^//} on the optical thickness T„ is much 
weaker than that on the direction (p°) of the incident beam of ra
diation. At p" - 0 all of the incident radiation is reflected and hence 
T10//3 = 0. 

If it is assumed that the radiation absorbed by a plate of semi-
transparent material is distributed uniformly, then for the special case 
of gray material and a beam of radiation (Fd° = 0) incident on the 
surface an approximate expression for the heat flux can be obtained. 
The analysis yields that the dimensionless heat flux at the surface (£ 
= 0) is given by 

Q l.approx = - 1 - r[n(M°) / ,?(T 0 ,M)] 

1(1 • 
r » / ")[ l + P2(M)e-T» /"]| (21) 

Fig. 1 Variation ol function r^y/ft with the optical thickness T „ 

Examination of Table 2 reveals that a significant loss in accuracy will 
result in the prediction of the heat transfer rate if equation (18) is 
used. There is even a change in sign of the ratio <?i*A/*i,approx 

for large 

values of the optical thickness r0 of the material. 
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Kj-i, Kj+1 = 1 + 7(0 , -1" + 0j")/2, 1 + 7(<t>j+in + <t>jn)/2, respec
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L = half thickness of slab 
n = number of time increments 
N = denotes node at surface 
t = time 
T, Ti, Te = slab temperature, initial slab temperature, and fluid 
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X = x/L nondimensional space coordinate 
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ABi = hbx/ke 

AF = «eAt/Ax2 

Ax = node spacing in x direction 
At = time increment 

Introduction 
Considerable attention has been devoted to the problem of tran

sient heat conduction in solids with variable thermal conductivity. 
Most of the efforts employ a thermal conductivity which linearly 
depends upon temperature because this is a realistic approximation 
for many materials of interest. Friedmann [l]3 summarizes the work 
done prior to 1958, gives linearized solution bounds for specified 
boundary temperature, and presents some analog solutions for con
stant temperature and constant heat flux boundaries. Yang [2] effects 
a solution to the semi-infinite slab by use of a similarity transforma
tion, while Goodman [3] and Koh [4] utilize approximate integral 
methods. Dowty and Haworth [5] solve the infinite slab case by finite 
difference methods, but the results are limited to certain temperature 
ranges and the case of heating only. A two-dimensional transient is 
dealt with by Hays and Curd [6] by use of a restricted variational 
principle. A finite element formulation of the general problem and 
a few representative results are given by Aguirre-Ramirez and Oden 
[7], while Vujanovic [8] and Mastanaiah and Muthunayagam [9] apply 
the method of optimal linearization. Integral method techniques are 
applied by Krajewski [10] and by Chung and Yeh [11] while, most 
recently, Mehta [12] used an iterative technique, based on a modified 
constant property solution, to yield solutions to the variable thermal 
conductivity problem. 

In all of the previous work on the variable thermal conductivity 
problem, numerical results are presented only for the case of specified 
temperature or specified flux on the surface of the solid, and not for 
the more frequently encountered situation in practice, namely, the 
convective type boundary condition. In addition, none of the available 
numerical results are in a comprehensive, easy to use, form for the 
designer. It is the intent of this technical note to solve the problem 
by finite difference methods with a convective type boundary con
dition when the thermal conductivity varies linearly with temperature, 
and to present these results in such a form that they serve as ap
proximate correction factors (with a certain error band) for the con
stant property Heisler charts, as given, for instance, in [13]. 

Analysis 
The problem to be considered is a slab, of half thickness L, whose 

thermal conductivity is a linear function of the temperature, which 
is initially at constant temperature T; throughout, when, suddenly, 
it is subjected to a fluid at constant temperature Te with a constant, 
surface coefficient of heat transfer h between the fluid and the slab. 
In the absence of generation and radiation, the slab's temperature 
distribution in space x and time t is required. The mathematical 
statement of the problem, in nondimensional form, is given as fol
lows: 

— \[l + y<t>\—\=— (1 
dXl dXl dF 

0 = l a t F = O f o r O < X < l 

—- = 0 at X = 0 for F > 0 

ax 
- [1 + 70] — = Bs0 at X = 1 for F > 0 

dX 
The nonlinearity in equation (1), when coupled with the type of 

boundary conditions for the slab, precludes, at present, an exact an
alytical solution; so finite difference methods were chosen to solve 
equation (1). Explicit difference equations were derived for the various 
interior nodes by making an energy balance on the material associated 
with the nodes, and the result is, for the J t h interior node, 
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Most of the efforts employ a thermal conductivity which linearly 
depends upon temperature because this is a realistic approximation 
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done prior to 1958, gives linearized solution bounds for specified 
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^.»+i = AFKj-itj-i" + AFKj+l<t>j+i
n 

+ [1 - AFKj-x - AFK J + 1]0," (2) 

However, an explicit equation derived in this fashion for the surface 
node N led to, in some cases, a severe stability criterion which would 
cause excessive machine run time. This was overcome by implicitizing 
at the boundary node, so that the stability limit shifted back to the 
interior nodes. This gives the following boundary node equation 

0jv"+1 = [4>Nn + 2AFKw_i0w_i'>+1i/|l + 2KN-tAF + 2AFABi| (3) 

Because of the one-dimensionality of the problem, equation (3) is 
actually implicit in 4>Nn+l, since one can solve for 0w_t"+ 1 from 
equation (2) and use it in equation (3). 

It was found that equations (2) and (3) were consistent with the 
governing partial differential equation and with the convective type 
boundary condition as long as At /Ax —- 0, as At and A* approach zero. 
The fact that the finite difference lattice must be refined in this re
stricted fashion does not present any difficulty, since the conditional 
stability requirement for the set of equations (2) and (3) is that 

AF^l/iKj-t + Kj+i) (4) 

Since AF is proportional to At/Ax2, the usual type of lattice refine
ment which takes place at constant AF insures that At/Ax —» 0. Nu
merical experimentation indicated that the use of 31 nodes was suf
ficient for convergence of the finite difference solution. 

The finite difference solution was checked by comparison to 
available limiting cases. For the constant conductivity situation, the 
results were compared to those of Heisler [14] and satisfactory 
agreement noted. Such was also the case when a comparison with 
Krajewski's [10] approximate solutions for Bj —• °° was made. Graphs 
of the response functions for the slab center are given in [15], from 
which much of the present work was drawn. 

When this work was begun, it was reasoned that the most logical 
form of the linear thermal conductivity relation should be the fol
lowing: 

k = ki\l + t(l ~ 4,)\ (5) 

the reason for this initial choice being that the slab at some time, 
namely t = 0, would be at a nondimensional temperature which would 
allow it to have the reference conductivity ft;. Solutions were found 
and graphed for 0 versus F when equation (5) was used, and it was 
noted that the curves for different values of c exhibited quite a bit of 
spread among themselves. This spread seemed also to be thwarting 
efforts to correlate the curves with the constant property results of 
Heisler's charts. Because of this, the following alternate representation 
of the conductivity versus temperature relation was tried: 

ft = fte[l + 70] (6) 

It was found that the use of equation (6) greatly reduced the spread 
of the curves of different 7 and hence was used in all of the work being 
presented here. To illustrate, the use of equation (6) rather than (5) 
reduced the spread of the curves over much of the F range by a factor 
of at least two, when Bj = °> and X = 1. 

D e v e l o p m e n t of A p p r o x i m a t e R e l a t i o n s for D e s i g n 
Use 

The finite difference solution results, even when put into the form 
of charts, are cumbersome, to say the least, because of the large 
number of charts needed. For every curve on Heisler's [14] chart for 
X = 0.0 (which is a curve of 7 = 0), one would need a minimum of four 
other curves from the present work, namely, curves for 7 = +0.5, +0.3, 
-0 .3 , and —0.5. In addition, preliminary attempts to find a simple 
equivalent of Heisler's auxiliary, or position correction ratio, chart 
for the variable conductivity case were unsuccessful. Hence, effort 
was directed toward the establishment of an easy to use approximate 
correlation of these finite difference results with the results of 
Heisler's charts. Sought first was a relationship between the tem-. 
perature excess ratio at any X,0x, and the temperature excess ratio 
at the center, 0C, at the same time, by attempting to collapse the 

curves of (j>x/4>c, at various 7, on to the 7 = 0 curves of Heisler's aux
iliary chart. This collapsing factor must equal zero when 7 = 0, must 
approach unity as F gets large for all 7, and would, in general, depend 
on Bj and on X. Guided by these constraints, a trial and error process 
resulted in the following two factors. For 7 g 0 

1 - 7 exp|-1.55(l - 7) + 12X/(4.05 + 1.0/Bj)] 
F ~ 16exp|3.1F(0.5-0.1/Bi) | 

For 7 £ 0 

1 - 7 exp|-1.557 + 12X7(4.05 + 1,0/Bj)| 

"~ 43exp{3.1F(0.5-0.1/Bi)j 

The collapsing factors, Cp, are the ratio of the ordinate of Heisler's 
auxiliary (position correction) chart, at the value of X and B; of in
terest, to the actual temperature excess ratio <px/<l>c for the 7 of in
terest in the variable conductivity case. Or, viewed another way, the 
ordinate of Heisler's position correction chart is interpreted as being 
CF[0X/0C] where the 0x/0c in this product is the one for the variable 
thermal conductivity situation. These correction factor correlations 
were made using the following parameter values; 7 = 0.5 to -0 .5 in 
0.1 increments, X = 0.2, 0.4, 0.5, 0.6, 0.8, and 1.0, B; = », 20.0,10.0, 
5.0, 2.4, 1.0, 0.625, 0.4, and 0.2, F = 0.30 to whatever value is needed 
for all <j> to be less than 0.01. The error in 4>xl<t>c due to use of this 
correction factor is, in most cases, less than three percent with a 
maximum error of five percent in a few cases. For Bj < 0.2 and —0.5 
< 7 < 0.5, Heisler's charts can be used directly with little error; for 
then the temperature distribution is almost lumped in the space 
coordinate, and the precise value of the thermal conductivity is of little 
consequence because of the convection controlled heating or cool
ing. 

The next step was to attempt a correlation between the center 
temperature excess ratio, </>c, for 7 ^ 0 and the corresponding quantity 
for 7 = 0, as portrayed in Heisler's main chart. Guided by some of the 
same considerations as were used to develop the C F expressions and 
also by the form of the solution function for certain steady state 
problems with variable conductivity, the following generalized center 
temperature excess ratios, 0C*, were devised. For 7 ^ 0 

0C* = <t>c\l + 0.5757(1 - 0C)[1 - exp(-0.5705 Bj)]] (9) 

For 7 S O 

0C* = 0C|1 + 0.5957(1 - <j>c + 0.45 0C
2)[1 - exp(-0.79 Bj)]) (10) 

The correlations (9) and (10) have the following meaning: <j>c* is the 
ordinate of Heisler's main chart at the values of F and Bj of interest, 
while <t>c is the actual temperature excess ratio at the slab center at 
the value of 7 for the problem. Alternately, the right hand sides of 
equations (9) and (10) can be viewed as the ordinate value of Heisler's 
main chart for the slab. For F a 0.30, the equations (9) and (10) are 
accurate to within 3.8 percent, with the usual accuracy being closer 
to two percent, except for some cases at low values of 0C where small 
errors, in the temperature excess ratio, such as 0.001 to 0.002, get 
magnified on a percent basis because of division by the small 0C. 

Hence, as long as small error can be tolerated, equations (7) through 
(10), in conjunction with Heisler's [14] main chart and auxiliary chart 
for the slab, allow a rapid, easy solution to the transient conduction 
problem with thermal conductivity a linear function of tempera
ture. 

Sample Problem 
Consider a two percent tungsten steel slab, initially at 730° C 

throughout, which is to be cooled in a 26.7°C fluid environment. If 
the cooling is done such that Bj = 5, it is required to find the nondi
mensional time F for the center temperature excess ratio, <j>c, to reach 
0.237 and the surface temperature excess at this time. A plot of the 
thermal conductivity values from [16] yields a straight line that can 
be represented as follows for the specific conditions of this prob
lem: 

k = M l + 70) = 61.25(1 - 0.50) W/m°C (11) 

(It is important to bear in mind that 7 is not the slope of the k versus 
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T curve but, rather, is the slope multiplied by (T; — Te)/ke). 
This sample problem will be solved using the average conductivity 

k with Heisler's charts (the solution mode normally used for variable 
conductivity problems by the engineer in industry), and then by using 
the appropriate correlation equations from the set (7)-(10) with 
Heisler's charts. Both solutions will be compared with the finite dif
ference solution of [15l_0 = (1 +_0.237)/2 = 0.6185, hence, using (11), 
k = 42.3 W/m"C and B; = hL/k = 7.239. At 1/Bj = 0.138 and 4>c = 
0.237, one reads from Heisler's charts, as given in [17], that F = 0.88 
and </>x=i/</>c = 0.18. Changing the basis of F from k to ke, for later 
comparison, gives the following solution to the problem using the 
method of "average" conductivity: 

F = 1.27 and 4>x=il<t>c = 0.18 

Now, solving by the correlation equations given in this paper, one 
gets from equation (10), using B, = 5, y = —0.5, and 4>c = 0.237, that 
0C* = 0.182. Using this as the ordinate on Heisler's main chart along 
with 1/Bi = 0.2 gives, from [17], F = 1.12. From equation (8), CF = 1.08 
so that the ordinate of Heisler's position correction chart is taken to 
be 1.0&[<t>x=i/<l>c]- This ordinate value from the auxiliary chart in [17] 
is 0.26 at 1/Bi = 0.2, hence 1.08[<j>x=i/<t>c] = 0.26 or <t>x=i/4>c = 0.241. 
Thus, the solution to this problem using the correlation equations of 
this paper gives, F = 1.12 and <px=il<t>c — 0.241. The finite difference 
solution, for this case, in [15] yields F = 1.10 and <l>x=i/<Pc = 0.237. So 
the error in F and in the surface temperature excess ratio by using the 
average conductivity technique is 15.8 and 24 percent, respectively. 
The corresponding errors using the correlation equations of this work 
are 1.82 and 1.6 percent. 

C o n c l u d i n g R e m a r k s 
Correlation equations have been developed which allow the engi

neer to easily and rapidly solve the conduction transient in a slab with 
linearly temperature-dependent thermal conductivity and convec
tion-type boundary conditions. This is carried out by using the cor
relation equations, together with the corresponding constant con
ductivity solution, as embodied in Heisler's (or equivalent) charts. 
A sample problem was shown where the concept of using an average 
conductivity in Heisler's charts gave rise to considerable error, 
whereas the correlation equation approach gave an error that would 
normally be acceptable. Calculations indicate that the proposed ap
proach is easier and faster than finite difference solutions for problems 
requiring only relatively few values of temperatures and times to be 
found, when no use is made of a programable calculator, and, also, for 
problems where intermediate numbers of temperatures and times are 
needed to be found, in which case the four algebraic equations of this 
note must be programed and the computed correction factors com
bined with readings of Heisler's charts. In the case where extremely 
large numbers of temperatures and times are needed, then, in all 
probability, one would not even choose to use Heisler's charts for 
constant conductivity problems but, rather, would evaluate the infi

nite series solution numerically for these, and would employ finite 
differences for the variable conductivity situations. Also presented 
are the finite difference equations whose solution forms the basis of 
the resulting correlation equations and which can be programed for 
situations in which additional accuracy is deemed important. 
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